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“The wisest mind has something yet to learn.”
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RECONHECIMENTO DE PLANOS E PREDIÇÃO DE FALHAS EM

AMBIENTE ASSISTIDO

RESUMO

O processo de inferir os planos/objetivos de um agente com base na observação

de suas ações é conhecido como reconhecimento de plano. Prever as intenções humanas

é um dos objetivos atuais da Inteligência Artificial; o reconhecimento de plano contri-

bui para esse objetivo ao analisar como as observações em baixo nível sobre agentes e

meio ambiente podem ser associadas a uma descrição em alto nível do plano. A maio-

ria das abordagens para reconhecimento de plano, em ambientes reais, baseiam-se em

regras construídas manualmente, onde a base de conhecimento é representada como

uma biblioteca de planos para reconhecimento de atividades e planos. Além disso, es-

sas abordagens geralmente não têm capacidade de incorporar dependências temporais

complexas, assumindo a hipótese irrealista de que um agente executa apenas uma ativi-

dade por vez e que a sequência de ações é executada de forma coerente para alcançar

um único objetivo. Além disso, o conhecimento incompleto sobre o comportamento do

agente e a similaridade entre a execução de vários planos geram múltiplas hipóteses

sobre o(s) plano(s) que são consistentes com as observações. Este trabalho aborda os

problemas para reconher múltiplos planos em ambientes reais, aprender a duração de

uma atividade e detectar anomalias na execução de um plano. Tratamos o problema

de desambiguar múltiplas hipóteses e detectamos anomalias na sequência de execução

do plano explorando tanto a organização hierárquica inerente das atividades quanto ho-

rário e duração esperados, desenvolvendo um algoritmo eficiente para filtrar hipóteses

aplicando restrições temporais e no comprimento do caminho. Apresentamos uma série

de experimentos mostrando que, além de abordar limitações dos algoritmos de reco-

nhecimento de planos tradicionais, nossa abordagem de filtrar hipóteses pode melhorar

significativamente a precisão do algoritmo de reconhecimento. Os experimentos incluem

bibliotecas de planos geradas sinteticamente, bem como bibliotecas e observações obti-

das a partir de conjuntos de dados do mundo real, útil no contexto de ambiente assistido.

Palavras-Chave: reconhecimento de atividade, reconhecimento de plano, reconheci-

mento de múltiplos objetivos, predição de falha.





PLAN RECOGNITION AND FAILURE PREDICTION FOR AMBIENT

ASSISTED LIVING

ABSTRACT

The process of inferring agent’s plans/goals from their observed actions is known

as plan recognition. Predicting human intentions is one of the ultimate goals of Artifi-

cial Intelligence; plan recognition contributes to this goal by analysing how low-level

observations about agents and environment can be associated with a high-level plan

description. Most approaches to plan recognition, in realistic environments, are based

on manually constructed rules, where the knowledge base is represented as a plan li-

brary for recognising activities and plans. Besides, these approaches do not usually

have the ability to incorporate complex temporal dependencies, and they take the unre-

alistic assumption that an agent carries out only one activity at a time and the sequence

of actions is all coherently executed towards a single goal. Moreover, the incomplete

knowledge about the agent’s behaviour and the similarity among several plan execu-

tion generate multiple hypotheses about the agent’s plan(s) that are consistent with the

observations. This work addresses the problems of recognising multiple plans in realis-

tic environments, learning activity duration, and detecting anomalies in plan execution.

We deal with problems related to disambiguation of multiple hypotheses and detecting

anomalies in plan sequence by exploiting both the inherent hierarchical organisation of

activities and their expected time and duration, developing an efficient algorithm to filter

the hypotheses by applying temporal and path length constraints. We present a number

of experimental results showing that, besides addressing those limitations of traditional

plan recognition algorithms, our filtering approach can significantly improve the accu-

racy of the underlying plan recognition algorithm. The experiments include a number of

synthetically generated plan libraries as well as plan libraries and observations obtained

from a real-world dataset useful in the context of ambient assisted living.

Keywords: activity recognition, plan recognition, multiple-goal recognition, failure pre-

diction.
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1. INTRODUCTION

One fundamental cognitive capability, critical to interpersonal interactions, is

the ability to recognise plans and goals of other agents. This ability enables humans

to reason about what other people are doing, why they are doing it, and what they

will do next. Research that attempts to provide computers with comparable intention-

recognition capabilities are variously referred to as activity recognition, plan recogni-

tion, intent recognition, and goal recognition. That way, the interest in Artificial Intel-

ligence (AI) techniques to recognise humans’ intentions and assist them to deal with

real-world problems has increased in the last years [BBF15]. Research within the soft-

ware agent community has focused on software assistants that can plan and act together

with humans in realistic environments [Syc02, DMG+16], motivating the development of

software assistants, in Multi-Agent Systems (MAS), which can operate on behalf of the

user, giving advice to their human counterparts towards the completion of some plan of

interest [GHK99, BFA00].

Nowadays, research in this area has been stimulated by the ubiquity of small,

portable and powerful devices that offer significant computational capabilities. Thanks

to advances in microprocessors, memory chips, smart sensors and network technologies,

the ease of collecting observations from a wide range of sources has increased consider-

ably, increasingly allowing everyday objects to have unexpected and innovative interac-

tions [UI00, WADX15]. Many of today’s electronic devices that people carry and interact

with are faster, more efficient, cheaper and smaller due to these advances. These de-

vices integrate several sensors that can generate a continuous stream of environmental

data. Some examples of these technologies are [Yan09]: Wi-Fi networks, Global Position-

ing System (GPS), Radio-frequency tags (RFID), smartphones, etc. Since an agent can

rely on smart devices technology for rich data collection, there is a growing requirement

for automatic techniques that enable the correct analysis and treatment of all this data

and deliver the right information to the appropriate agent at the right time, so that the

agents can make better and faster decisions.

Techniques from AI combined with pervasive computing greatly increases the

software assistants efficiency to pervasive assisted living making it more capable of pro-

viding a better quality of life in a non-intrusive way. Activity and plan recognition are

important aspects in building pervasive environments, so recognising and understand-

ing the activities and plans of people, through information provided by devices in the

environment, is an important task in ubiquitous computing. However, this problem has

been mostly tackled under the assumption that users carry out single activities one at a

time and that activities executed consecutively all relate to a single plan, even though

multitasking is generally an inherent characteristic of daily real-world routines as shown

by [HHPZ+08].



28

Therefore, in this thesis, we aim to address these important features that are

missing in most current research, as we discuss in Chapter 7. Furthermore, there is

a lack of approaches with the ability to take temporal knowledge of each activity into

account to predict anomalies in plan execution. Thus, in this thesis, we address the topic

of activity and plan recognition for an observed agent carrying out multiple concurrent

or interleaving activities in environments where each activity can have complex temporal

dependencies. Our approach handles information about activity execution duration, i.e.,

how long is the interval of time in which the activity is normally performed, as well as

the usual times of the day when the activities take place.

1.1 Motivation

One of the ultimate goals of Artificial Intelligence is to exploit the environmen-

tal and contextual signal in order to predict agent’s intentions and information needs.

Nowadays, techniques for human activity and plan recognition are employed in a wide

range of scenarios, such as, advanced health-care delivery [LXAR13, ASSC02], improved

assistance for elder people [KP14, PBC+03], traffic control [LWY14, AMC07], and smart

homes [WHHB15, AN06]. The motivation for this work is the lack of systems to facilitate

automatic monitoring and supporting agents performing concurrent activities, because

most of the work in the literature assumes that users carry out single activities one at

time. Furthermore, most of them cannot cope with all signals provided by the environ-

ment because they assume that an agent interacts with a single device at time. Besides,

the majority of approaches can only treat binary signals from these devices. So, most

previous investigations leave several open key challenges in these systems to assist an

agent performing multiples plans in realistic environments, such as:

• Systems should be able to learn, understand, and automatically build a model of

the agent’s activities in a specific environment through observing what the agent

usually does when performing a given plan;

• Systems should be able to monitor the agent’s current activity by using learned

knowledge, and alert the agent if it detects any deviation from the normal activity

patterns that can lead a plan to fail;

• Most previous developed systems typically do not use information about execution

duration of activities. Therefore, it can be interesting to develop mechanisms to

learn and explicitly reason about such duration, and for example, estimate min-

imum and maximum duration for each activity. This information can be used to

detect temporal inconsistency in activity execution, allowing the systems to alert

the agent about a possible plan failure;
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• Most previous work cannot cope with agents that pursue multiple concurrent plans,

because they admit multiple plans only in sequence, where the observed agent can

only move to another plan after it has finished a series of activities that are suffi-

cient to recognise the current plan. In some domains, sequential plans are possible

and common, but in many others, especially in real-world domains, agents can per-

form concurrent or interleaving plans, more importantly, with durative actions and

the presence of multiple resources in a pervasive scenario, agents can effectively

achieve multiple goals by executing multiple plans concurrently;

• In real-world domains, the similarity among plans execution and the incomplete

knowledge about agent’s intentions generate multiple candidate plans consistent

with the observations. Most approaches are not able to disambiguate multiple

hypotheses to find only the correct plan(s) being performed by the agent. Ambiguity

in plan libraries based on real-world data is rather significant, as we show in one

of our experiments.

Individuals often pursue several activities in a concurrent or interleaving man-

ner in real-world situations, e.g., it is common for a person to answer the smartphone

and watch TV at the same time, concurrently. So, if concurrent and interleaved plans are

taken into consideration, we can potentially improve the recognition precision of many

real-world plan recognition applications. Moreover, detecting anomalies in the duration

of activities can provide an important evidence to an alert system. Since the system can

capture the normal patterns in duration spent for each activity, it can also be used to de-

tect an anomaly or a possible failure in a plan sequence. The study of several approaches

addressing activity and plan recognition allowed a better understanding of the problems

and challenges to develop a temporal multiple-plan recognition and find ways to deal

with these problems. This study is important for applications requiring failure predic-

tion, where the system developed must observe the agent, anticipate its next actions,

and act pro-actively to give support in time, or even before, it is needed.

1.2 Objectives

An important and very difficult problem to solve in building pervasive and smart

environments is how to learn and recognise user activities and goals, because in real-

world circumstances, the users often pursue many activities in a concurrent and/or in-

terleaving manner. Despite that, a majority of the approaches to activity and plan recog-

nition focus on representing and learning sequential and temporal characteristics in ac-

tivity sequences, assuming that the user carries out only one activity at time. So, we face

the open challenges which need further study in modern activity and plan recognition

(especially when considering realistic environments), such as:
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• Develop an effective and accurate recognition method, able to handle interleaved

plans (i.e., an agent may interrupt a plan to execute another, only returning to the

remaining activities of the previous plan later) and/or concurrent plans (i.e., an

agent carries out several plans that are pursued at the same time period);

• Consider temporal information on activities in order to demonstrate that this infor-

mation improves plan recognition performance on real-world activities performed

in smart environments, besides enabling detection of possible failures in a particu-

lar plan sequence;

• Develop a method able to deal with plan execution duration constraints (e.g., es-

timating the minimum and maximum duration for each activity) in the context of

the Symbolic Behaviour Recognition (SBR) algorithms, allowing an efficient control

of all recognition hypotheses consistent with the observations, taking into account

concurrent plans and time/duration constraints;

• Create an efficient method able to recognise sequential, parallel and interleaved

plans in realistic environments, dealing with the ambiguity in multiple hypotheses

about the agent’s plan(s) that are consistent with the observations and returning

only plan(s) actually performed by the agent.

1.3 Thesis Organisation

The thesis is organised as follows: Chapter 2 provides a theoretical background

about the main concepts addressed in this work. After that, in Chapter 3, we present

a first version of the failure-prediction algorithm based on monitoring sequence of ac-

tions and action duration. The algorithms to automatically generate plan libraries and

experiments testing the SBR time performance are shown in Chapter 4. The temporal

multiple-plan recognition architecture as well as the real-world domain used to test this

recogniser are explained in Chapter 5, along with the algorithms modified to create the

temporal plan library, the temporal input set generator, and the algorithms developed

to extend the SBR, able to deal with ambiguity, concurrent plans and temporal plan-

recognition. The experiments performed in real and generated datasets to evaluate our

approach and compare with SBR results are presented in Chapter 6. In Chapter 7 the

related work is presented. Finally, Chapter 8 concludes and discusses future work.
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2. BACKGROUND

This chapter presents the theoretical background that is the basis for this work.

Introducing activity and plan recognition concepts, besides addressing issues related

with the knowledge base representation, symbolic plan recognition, multi-agent plan

recognition and ambient assisted living.

2.1 Activity Recognition

Activity recognition is the term used to describe the problem of identifying, or

labelling, a series of single, possibly composite, activities performed by one or more

subjects, according to a sequence of observations, or evidence [GG09]. Activity and plan

recognition are distinct processes, while activity recognition focuses on a single activity,

dealing directly with noisy low-level data gathered by physical sensors, plan recognition

concentrates on identifying high-level complex goals by exploiting relationships between

a set of activities that are elements of a complete plan [GG09, SGB+14].

An activity recognition system monitors an agent behaviour and its context in

order to analyse and infer the underling activities [CK11]. Basically the process can be

described in the following steps. First the activity models that describe the possible per-

formed activities in the environment must be created. Then, using sensors that acquire

the contextual data, such as: cameras, wearable sensors, and instrumented user inter-

faces. The recogniser must monitor and capture the low-level user behaviour in order

to process it and generate a high-level abstraction of the context to be used in the next

step, in other words, the recogniser must discover and extract interesting patterns in

noisy sensory data that can be interpreted as meaningful activities. Finally, an activity

recognition algorithm is used to identify and encode the agent actions.

Observations may vary in nature depending on the activities and on the phe-

nomenon under analysis. Different activity recognition approaches describe how obser-

vation attributes, or sets of features, contribute to identifying a particular activity in a

sequence, the sequence is normally performed over time. Usually symbolic plan recogni-

tion systems use the actions performed by the observed agent directly as input assuming

complete observability of the agent actions. On the other hand, in partially observable

environments in which, for example, an agent is being obstructive, trying to hide his/her

actions from the observer, some different kind of reasoning to infer unobserved actions

might be needed. Geib and Goldman [GG01b] provide two kinds of reasoning for this

type of environment. The first one takes into account the fact that actions might have

predecessors that must be previously executed providing evidences of unobserved ac-

tions when an action is observed and the predecessors are not. The other reasoning
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considers actions effect, since the effect of an action is more difficult to hide than the

action itself, a state change can be used to infer that an action has occurred previously.

The observation process can be seen as a two-step process. First, there must

exist a component responsible for gathering environment observations, then, these ob-

servations must be modelled to be used as input to the recogniser. Most plan recognition

systems use experimental data provided by simulations and do not test their approaches

in realistic scenarios with real users. To identify the context where the user is inserted,

an application needs to monitor it to provide useful observations to the recogniser. The

activities done by the user provide important contextual information. Real-world scenar-

ios may use activity recognition to recognise actions and correctly encode it (i.e., in a

first order sentence) to be properly used by the plan recognition system. Activity recog-

nition also has been explored for physical phenomena, such as abnormal environmental

events [HZY+09, YHY09] and for artificial entities, such as robots [LFH+03, VVL07]. A

survey of techniques for human activity recognition and other applications can be found

in [ASSC02, AMC07].

2.2 Plan Recognition

Plan recognition is the term used to describe the problem of inferring one or

more subjects’ goals based on a set of observed activities by constructing a plan (or mul-

tiple plans) that contains them [KA86]. Plan recognition research was initially defined

in [SSG78] using a rule-based approach, like other early work such as [SA77]. Kautz and

Allen [KA86] developed one of the first logical formalisation of plan recognition, provid-

ing the conceptual framework for much of the work in plan recognition up to the present.

They defined the problem of plan recognition as finding a minimal set of top level actions

adequate to justify the set of observed actions. Charniak and Goldman [CG93] argued

that plan recognition is largely a problem of inference under conditions of uncertainty,

and in addition to retrieving explanatory plans, a plan recognition system must also be

able to select a hypothesis based on the likelihood of the explanation given the evidence.

Plan recognition systems can be classified according to the role that an ob-

served agent plays in the plan recognition process [Wae96] into intended, keyhole, and

obstructed plan recognition. In intended recognition, the observed agent is aware of the

recognition process and actively participates giving signals to be sensed by the observer.

An example of intended plan recognition can be found in a cooperative problem-solving

environment. In keyhole recognition the user is unaware of the recognition process,

which may provide only partial observability to the observer bringing the need to iden-

tify the context on its own. In a UNIX console, for example, users enter a sequence of

commands to achieve a higher-level goal; an agent should infer the user’s intention by

observing the entered commands. In this case, the agent is following a keyhole plan
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recognition process. Finally, the other position that an agent might assume in a plan

recognition process is obstructive. In this case the user is aware of and obstructs the

plan recognition process. This is a common user role in adversarial games, military and

anti-terrorism scenarios. Obstructed plan recognition is applicable, for example, in a

chess game, in which participants do not want their opponent to recognise their inten-

tions, and do their best to hide them.

Since plan recognition is the process of inferring an agent’s plan, based on ob-

servations of its interaction with its environment, a plan recognition system must have a

mechanism that is capable of inferring agent intentions by observing the agent’s actions

in the environment. Thus, this mechanism, from a given set of observations, retrieves

one or more hypotheses about the agent’s current plan of action. The knowledge used by

this mechanism to infer plans is domain dependent, and therefore is commonly specified

beforehand for each specific domain. This domain dependent information is usually en-

coded as two kinds of inputs for the recogniser: a sequence of actions from the observed

agent, and a set of plans and goals. In other words, the inputs to a plan recogniser are

generally a set of goals the recogniser expects the agent to carry out in the domain, a set

of plans describing the way in which the agent can reach each goal, and a sequence of

actions observed by the recogniser. The plan recognition process itself consists in infer-

ring the agent’s goal, and determining how the observed actions contributes to reach it.

The set of plans form a plan library and can include preconditions, effects, and sub-goals.

Symbolic plan recognition is a type of plan recognition mechanism that nar-

rows the set of candidate intentions by eliminating the plans that are incompatible

with current agent actions. Generally, symbolic approaches assume that the observer

has complete knowledge of the agent’s possible plans and goals. Symbolic approaches

handle the problem of plan recognition by determining which set of goals is consis-

tent with the observed actions. Algorithms to recognise the intentions and plans exe-

cuted by autonomous agents have long been studied in the Artificial Intelligence field

under the general term of plan recognition. Such work has yielded a number of ap-

proaches to plan recognition [BST09, RG09] and models that use them in specific appli-

cations [GG01a, SS11, OMSN13]. Kautz and Allen [KA86] focus on symbolic methods

providing a formal theory of plan recognition. Usually, these approaches specify a plan

library as an action hierarchy in which plans are represented as a plan graph with top-

level actions as root nodes, and plan recognition is then reduced to a graph covering

problem, so the plan recognition process attempts to find a minimal set of top plans that

explain the observations.

In a wide variety of applications, plan-recognition algorithms play a crucial

role, such as human-robot interaction [CKS10], video surveillance [HN03, VA13], smart

homes [AN06, KRSA13], intelligent user interfaces [UI00], and personal agent assis-

tants [Gei02, SRS+16]. Plan recognition has been extensively used in many other areas
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related or not with computer sciences including collaborative planning [HD93, KRS15],

adversarial planning [AFH89, OnB15], story understanding [CG93, AZN98], discourse

analysis [GS90], interface and collaborative agents [RS97, Bro98, LRS99], intelligent tu-

toring [GK95, KBdB+13], help systems [HBH+98], and games [AZN98, OnSU+13]. For

a good overview of plan recognition in general, see Carberry [Car01], and for the most

recent research in the field of plan, intention, and activity recognition, see Sukthankar

et al. [SGB+14].

2.3 Knowledge Base

Most plan recognition systems require a knowledge base that encodes into

recipes the ways in which agent goals can be achieved. A plan library is a knowledge

base that codifies in some way the agent’s beliefs concerning how the agent can reach

each particular goal in the domain. Plan recognition systems have a plan library as an

input, so several representations of agent plans have been used to approach this prob-

lem, and various methods applied to infer the agent’s intention. These methods can be

grouped in two main categories: symbolic and probabilistic approaches. Symbolic ap-

proaches aim at narrowing the set of candidate intentions by eliminating those plans

that cannot be explained by the actions that the agent performs. The most used repre-

sentation for symbolic approaches are plan hierarchies and consistency graphs. Proba-

bilistic approaches explicitly represent the uncertainty associated with agent plans and

allow a probabilistic ranking of the agent intentions mainly making use of Bayesian net-

works [Pea88] and Markov models [BVW02, BPV04]. Most symbolic and probabilistic

approaches are domain independent and can lead to accurate predictions provided the

plan library is complete (for symbolic approaches) or provided the probabilities are cor-

rect (for probabilistic approaches). These approaches normally have the disadvantage of

considering all the possible plans in the plan library given the observations. However, if

observations so far cannot distinguish between a set of possible intentions, probabilistic

approaches can find the most probable one, while symbolic approaches can not select

between them and have to wait for a single consistent explanation. Symbolic approaches

are very sensitive to noisy actions, as the plan recogniser could wrongly exclude a plan

(from the hypotheses explaining the observed behaviour) if an unexpected action occurs

in the middle of the execution of a plan.

Many plan recognition systems structure their plan libraries as an Hierarchical

Task Network (HTN) [EHN94a, EHN94b] to define the set of plans they are expected

to recognise, in which goals are the root nodes and the observed actions are directly

mapped to the leaf nodes. An attachment point in an HTN tree is a point in which

an observation can be assigned to an action not observed yet, while shared leaders

are action prefixes in the plan library that are common to different plans with different
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goals (root nodes). Typically, a plan library has a single dummy root node where its

children are top-level plans and all other nodes are simply plan steps. In the library,

sequential edges specify the expected temporal order of a plan execution sequence and

vertical edges decompose plan steps into sub-steps. The library has no hierarchical

cycles. However, plans may have a sequential self-cycle, allowing a plan step to be

executed during multiple subsequent time stamps. Each agent action generates a set of

conditions on observable features that are associated with a plan. When these conditions

are met, the observations match a particular plan step.

A complete algorithm for plan recognition must consider all coherent explana-

tions for a given set of observations. A way to assess the domain complexity is to count

the number of explanations for each observation, so Geib’s [Gei04] main goal is to find

out properties from a plan library that result in a large number of possible explanations.

Kautz and Allen [KA86] describe the system knowledge about agent actions in terms of a

hierarchy of specialisation and decomposition events, where decomposition captures the

sub goals that are specific to an action and specialisation represents the different ways

of performing a more general action. They specified the plan library as an action hierar-

chy in which plans are represented in a plan graph with top-level actions as root nodes,

and plan recognition process is then a problem of graph covering. McCarthy’s circum-

scription [McC86] was used to transform the hierarchy by circumscribing the ways of

specialising an act, and then circumscribing the ways of using an act, closing the action

hierarchy. From the action hierarchy, a set of axioms from which all desired conclusions

could be derived deductively is specified. Brown [Bro98] uses Bayesian networks to build

an agent profile that allows the detection of its intentions considering the utility of of-

fering assistance. This approach represents the causality between preconditions, goals,

and actions in terms of an AND/OR graph composing a goal hierarchy to represent user

intentions. Goldman, Geib, and Miller [GGM99] assume that a plan library is made up

of tasks structured in hierarchical way, in which task nodes could represent goals, meth-

ods, and primitive actions. Similarly to Brown [Bro98], the plan library could be viewed

as a partially ordered AND/OR tree, in which the AND nodes are methods, connecting all

action steps or sub-tasks needed to achieve the parent task, and the OR nodes are other

isolated sub-tasks.

2.4 Symbolic Plan Recognition

The Symbolic Behaviour Recognition (SBR) approach [AZK05], briefly described

below, is a method for complete, symbolic plan recognition that uses a plan library, which

encodes agent knowledge in the form of plans. SBR extracts coherent hypotheses from

a multi-featured observation sequence using a Feature Decision Tree (FDT) to efficiently

match these observations to plan steps in a plan library.
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2.4.1 Plan Library

A plan library is represented by a single-root directed acyclic connected graph,

which includes all possible plans that an observed agent may execute. The term plan is

used here in a broader sense, representing behaviours, reaction plans, and recipes. Typ-

ically, a plan library has a single root node in which its children are top-level plans and

all other nodes are simply plan steps. Furthermore, in a plan library, sequential edges

specify the expected temporal order of a plan execution sequence and decomposition

edges decompose plan steps into alternative sub-steps. The plan library has no hierar-

chical cycles. However, plans may have a (sequential) self-cycle, allowing a plan step to

be executed during multiple subsequent time stamps. Each agent action generates a set

of conditions on observable features that are associated with that action. When these

conditions are included, the observations match particular plan steps.

Figure 2.1 shows a plan library example presented in [AZK05], based on the

behaviour hierarchies of Robocup soccer teams [KT00]. This plan library shows sequen-

tial links represented by dashed arrows and decomposition links represented by solid

arrows. For instance, there is a sequential link between attack and score, and a decom-

position link between attack and pass. The top-level plans are defend, attack, and score.

Figure 2.1 does not show the set of conditions on observable features associated with

plan steps, and circled numbers denote time stamps (e.g., turn has been considered a

hypothesis at time stamp 2). The decomposition edges are shown only to the first child

plan. Thus, in the figure, the path root → attack → position → turn → without-ball can

be a hypothesis for the current plan being executed by an observed player.

root

defend attack score

position turn position position positionturn turn kickpass

clear

approach
ball

without
ball

with
ball

without
ball

with
ball

without
ball

with
ball

11

11 11

2 2 2

222

2 2 2 2 2 2

3

3

Figure 2.1: Plan library example of robocup soccer teams [AZK05].
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2.4.2 Feature Decision Tree

The first stage of the SBR approach is the matching phase, in which the ob-

servations made by the recogniser are matched against plans in the plan library. The

SBR algorithm considers complex observations presuming that each plan step has a set

of conditions on observable features associated with it. When these conditions hold in

regards to observed features of action execution (and in the correct order in case of

sequential edges), the current observation is said to match that plan. Matching obser-

vations to plans can be computationally expensive if all plans are checked and for each

plan all observed features are also checked (e.g., [KT00]). To speed-up this process of

matching observations to plans, SBR augments the plan library with a feature decision

tree data structure, which efficiently maps observations to matching nodes in the plan

library. A FDT is a decision tree, where each node represents an observable feature

and each branch represents one possible value of this feature. Determining all matching

plans from a set of observed features is achieved by traversing the FDT top-down until a

leaf node is reached. Each leaf node is a pointer to a plan step in the plan library.

The connection between FDT and plan library is shown in Figure 2.2, which

shows part of a FDT using features associated with plan steps in Figure 2.1. A plan

step executed by an agent can be identified according to observed features, and these

features values are used by the FDT to separate the plan steps. To determine matching

plan steps, the matching algorithm first checks FDT root nodes, which in Figure 2.2

are represented by the have_ball feature. After, the algorithm (based on feature value)

continues the appropriate branch to test in sequence other features until a leaf node

is reached. Thus, each leaf node will have pointers to all instance of the plan steps

associated with it in the plan library [Avr09].

2.5 Multi-Agent Plan Recognition

Activity and plan recognition formalism generally assume that there is only one

agent of interest. However, in many realistic environments, multiple agents are cooper-

ating to perform a group task or they are simultaneously performing actions in the same

environment. Action interdependence can arise due to the presence of multiple agents,

so, this fact needs to be accounted for in order to perform accurate recognition. A sin-

gle agent plan recogniser monitors an agent behaviour in order to match the observed

actions with its knowledge about the agent intentions and plans. Although many of the

issues related to the recognition process remains the same, Multi-Agent Plan Recogni-

tion (MAPR) must identify which agents are contributing to each particular plan and how

their activities are connected.
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Figure 2.2: Example of a FDT associated with a plan library [Avr09].

Multi-agent plan recognition attempts to identify the dynamic team structures

and behaviours from team observations, using a plan library that encodes known-team

activities [ZL11]. One of the ways of differentiating MAPR approaches is by considering

the way that the plan library is constructed or related to the recogniser. The simplest

case for plan recognition in multi-agent scenario is the one in which agents from a unique

team execute plan steps from a single plan library [IB99]. In these cases the plan recog-

nition can be seen as concatenating individual agent hypothesis and matching them on

the team plan library. Dynamic agent teams, in which the team members constantly

change, represent a more complex scenario. Sukthankar and Sycara [SS08] propose

a multi-agent plan representation that encodes dynamic team membership in order to

extract temporal and resource (e.g., number of agents needed for a plan step) depen-

dencies for creating a reduced plan library for then efficiently perform plan recognition

on multi-agent traces (tuples of observed actions from an agent’s team).

Kaminka and Tambe [KT00] focus on monitoring and detection of social rela-

tionships failures between teams of agents. They propose a framework to constantly

monitor and compare the expected and actual behaviours of the observed agents in or-

der to detect possible failures, diagnosing the reasons. The agent expected behaviour

is encoded into a knowledge base as a plan hierarchy in which each plan step has its

own pre-conditions and terminations conditions. Using a plan recognition algorithm to

reason about individual agent behaviours and generating individual hypothesis to be

used by other algorithms to compare different agents hypothesis, identifying failures

and searching for inconsistencies in order to diagnoses the failure. Unlike single plan

recognition approaches in which the plan library size might determine the hardness of

the recognition problem [Gei04], Multi-Agent Plan Recognition is hard irrespective of

how compactly the library is represented [BKL10].
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2.6 Ambient Assisted Living

Ambient Assisted Living (AAL) focuses on providing assistance to people pri-

marily in their natural environment [CCS+17]. Monekosso et al. [MFRR15] define AAL

as “the use of information and communication technologies (ICT) in a person’s daily

living and working environment to enable them to stay active longer, remain socially

connected and live independently into old age”. Research in the AAL field covers a wide

range of topics, but one of the largest is human activity and plan recognition, with the

objective of detecting and recognising activity, plans, and goals within an environment.

Nowadays, ambient intelligence is increasingly used in order to support peo-

ple in their everyday life. The increasing availability of sensors and intelligent objects

enables new functionalities and services. In the AAL domain, such technologies can be

used for monitoring the user behaviour, and reasoning about it to detect possible anoma-

lous situations [MPPS17]. The AAL systems go beyond observing to interact with users,

they use a variety of sensors for activity and plan recognition, sensing indirectly through

environmental sensors or directly via wearable sensors and are able to make inferences

about the cognitive or physical status of the user by analysing such streaming data. The

analysis of the data can support automatic monitoring of numerous physiological and

environmental data useful for identifying the current state and activity of the user.

Plan recognition can use very simple, unobtrusive sensors to reduce privacy

concerns and increase acceptance by users. Among the variety of sensors that can be

applied, there are personal mobile devices, such as smartphones equipped with motion

and location sensors. Besides, wearable sensors are able to collect data from physio-

logical signals or data reflecting the body movement. Most of these sensors measure

environmental parameters, deducing human plan from observation. The rise of mobile

computers and pervasive computing (also called ubiquitous computing), with devices

providing different services in different contexts, will enable us to find novel solutions

to help people in their everyday life. Pervasive computing then evolved from provid-

ing functionality transparently to adapting functionality to the user’s context, whereas

the most modern applications are increasingly using information from the user’s current

context to pro-actively adapt to the user’s needs [RBBG10].

The pervasive presence around us of a variety of things or objects that are able

to interact with each other and cooperate with their neighbours to reach common goals

is the basic idea of Internet of Things (IoT) [WADX15]. The main strength of the IoT

idea is the high impact it will have on several aspects of everyday life and behaviour of

potential users [AIM10]. The impact of the IoT introduction, from the point of view of a

private user, will be evident in both working and domestic fields [Sat01]. AAL is one of

the typical applications of IoT, which aims to support independent living, motivated by

the worldwide trend towards an ageing population [FXL+17].
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Final Remarks

Along the studies to support this thesis, some works were performed in order

to auxiliary on development and elaboration of ideas and mechanisms to face the open

challenges in modern plan recognition and AAL. An initial work to create a failure pre-

dictor, based on monitoring sequences of actions and action duration, was developed

using SBR to find out the plan that is being performed by an observed agent, addition to

using a plan library to represent the knowledge base about the activities sequence that

can be performed in the environment, this work is presented in next Chapter 3.
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3. FAILURE PREDICTION

Recently, the number of real-world applications that deal with the need to recog-

nise goals and plans from agent observations is on the rise. These applications can

be found in fields such as human assisted living [Gei02, CCAY13], interface agent sys-

tems [AA07], human-computer interaction [Hon01, RA15], military scenarios [MG04],

story understanding [CG90], traffic monitoring [PW95, HLR+13], and others. However,

techniques that include the task of anticipating failures during agent plan execution

have received little attention. Multi-agent environments are dynamic since they are in

a constant state of change resulting from agents’ actions. When these changes occur, a

plan that was expected to work before may fail, so anticipating, from agent observations,

when a plan is going to fail can be an important mechanism during the plan recognition

process. Commonly, plan recognition approaches cannot make such inferences, which

means that when an agent has no intention to complete or finish a plan, these approaches

will continuously attempt to recognise what the agent is doing.

In daily activities most people interrupt the plan that they are performing for

some reason, such as, getting their attention drawn to something else, getting distracted

by other events, or being interrupted by an emergency that needs immediate attention.

In plan recognition context, we consider that a plan is going to fail when the sequence

of actions is taking too long or does not match the plan which the observed agent should

be performing at the moment. Thus, our initial approach uses a calendar for managing

some of the agent’s goals over the near future, and when that information is available

it facilitates our failure checking procedure, as well as plan recognition disambiguation.

A plan failure can occur when an agent interrupts its current plan execution due to

concurrent plans that need attention, or when an agent has to deal with conflicting

plans. In this case, a mechanism to anticipate failures during agent plan execution can

be useful in several situations, for example, helping an agent stay focused on a particular

plan, or detecting when an agent is deviating from its regular activities.

Research on planning has focused on the modelling of actions with duration

and stochastic outcomes, both theoretically as variants of Markov Decision Processes

(MDP) [MW08], and domain description languages that express temporal planning (e.g.,

PDDL 2.1 [FL03], an extension of PDDL). In the literature, a similar approach to failure

prediction is plan abandonment detection, Geib and Goldman [GG03] propose a formal

model to recognise goal/plan abandonment in the plan recognition context, based on the

Probabilistic Hostile Agent Task Tracker (PHATT) [GGM99]. This formal model estimates

the probability that a set of observed actions in sequence contributes to the goal being

monitored. Furthermore, Geib [Gei02] addresses some issues and requirements for deal-

ing with plan abandonment, as well as intention recognition in elderly-care domain.
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In this initial work, we develop an approach for predicting plan failure by mon-

itoring agent’s actions during its plan execution [FPH+16, FPH+17]. Essentially, our

approach to plan failure prediction features a mechanism that is composed of three

modules. First module is responsible for recognising the plan that the observed agent

is executing. Second module checks if plans assigned to observed agent are being exe-

cuted as scheduled in a predefined calendar. Lastly, the third module checks if actions

are being executed as expected (i.e., not taking too long, and matching the current mon-

itored plan). Thus, this approach can be used in complex software system, including

health-care applications, to improve functionality, such as, activity recognition and task

reallocation [PFS+15] among agents representing human users who collaborate to take

care of a patient, by detecting if a person responsible for some activity of the patient is

following his scheduled appointments; detecting problems that may prevent the person

in charge to attend to his obligations and send warning to the system.

An agent can attempt to achieve multiple goals and each goal can be achieved

by applying various different plans. Anticipating failures in agent plan execution, before

they occur, is an important mechanism to enable the agent and the overall system to

elaborate strategies to avoid or circumvent them, allowing the goal to be achieved suc-

cessfully. Plan recognition is used to infer which plans are being executed from obser-

vations of sequences of activities being performed by an agent. The Symbolic Behaviour

Recognition (SBR) algorithm (presented in Section 2.4) represents knowledge about the

agents under observation in the form of a plan library. We use SBR to find out which

plan the agent is performing and we develop a failure prediction system, based on infor-

mation available in the plan library and in a simplified calendar that manages the goals

the agent has to achieve. This failure predictor is able to monitor the sequence of agent

actions and detect if an action is taking too long or does not match the plan that the

agent was expected to be performing.

3.1 Components

The failure predictor is responsible for predicting plan failures during execu-

tion of an agent goal, more specifically, it tracks the execution of a goal and attempts

to identify elements which can lead it to fail, for example, an action taking significantly

more time than expected to conclude. The failure predictor is composed of three mod-

ules: SBR module, responsible for recognising the plan being executed by the observed

agent; Appointment Controller which checks if the goals that are known to have been

assigned to the agent are being executed as scheduled; and Plan-Step Controller that

checks if the plan steps (that compose the plan) are being executed as expected. These

modules are presented, respectively, in Subsections 3.1.1, 3.1.2, and 3.1.3.
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3.1.1 SBR Component

The SBR component implements the Symbolic Plan Recogniser presented in Sec-

tion 2.4, responsible for recognising the plan that an agent is currently executing, and

generating hypotheses about the possible plans while the recognition is still not possible.

This information is represented both as a list of candidate plans as a hypotheses graph.

The SBR component receives observations as input, i.e., sets of contextual information

about the observed agent and its actions. Examples of observations include the agent’s

global positioning coordinates, whether or not the agent is moving, or whether the agent

is approaching a particular place, and any other contextual information that can be gen-

erated by an activity recognition process. As output, this component provides both the

list of candidate plans and the hypotheses graph.

3.1.2 Appointment Controller

A plan library contains all known plans (agent goals) for a given domain, to-

gether with the set of actions that compose them, however, it does not define the time

that the agent is expected to execute each plan, neither does it contain the time interval

in which the plans have to be executed. These are essential information for the system to

ensure that plans are being executed in an appropriate manner and to be able to detect

potential failures in plan execution. The Appointment Controller component imple-

ments a simplified calendar which manages the agent goals and plans. It defines which

plans of the plan library an agent is known to be responsible for, and the time an agent

is expected to execute some of them (to the extent that this is known in particular do-

mains). This component also helps in disambiguation of candidate plans and in the early

prediction of plan failures. It should be noted that only domain-related plans are kept in

this individual calendar. Each entry (i.e., agent goal) in the Appointment Controller is

composed of the following information:

starting date – date in which the goal or plan is expected to start;

ending date – date in which the goal or plan is expected to end;

title – title of the goal or plan (e.g., “managing-medication”);

description (optional) – brief textual description of the goal (e.g., “take medicine”);

related plan ID – unique identifier of the relevant plan (i.e., the plan to achieve this

goal), which corresponds to a top plan in the plan library (e.g., “p1”);
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tolerance – margin of error to start and finish each goal. For example, some goals

can start or finish 5 minutes before (or after) the time it was originally scheduled

without danger to provoke a plan failure (e.g., a “meeting” can start or finish a

few minutes more/less than was previously scheduled). This tolerance is necessary

because in real-world goals usually do not start/finish exactly at the scheduled time.

3.1.3 Plan-Step Controller

The Plan-Step Controller monitors and analyses the plan execution (actions

sequences) to detect anomalies that can lead to plan failure. The necessary information

to the Plan-Step Controller operating is obtained through the SBR component, provid-

ing information about the current plan and actions being performed; the plan library;

and the file containing information about the expected execution time for each action.

The plan library contains the known plans and the necessary actions for a given plan

to finish successfully, besides the actions sequence that must be performed for a plan

to be completed. However, it does not define when a plan should finish, neither the

time in which the actions have to be executed. This information is important to detect

anomalous behaviour during plan execution, such as:

plan interruption – plan execution interrupted without all actions completed;

time exceeded – an action takes significantly more time than expected, this typi-

cally leads to plan failure (e.g., being in a traffic jam);

inconsistent sequence – a sequence of observed actions is inconsistent with the

expected plan path in the plan library.

It is important to keep track of the actions being performed in order to be able

to predict whether a plan is following the expected execution path. Thus, it is possible

to identify a probable failure in plan execution and generate the required warnings ac-

cording to failure type. The data file with the expected execution time for each action is

composed by the following information:

plan-step ID – unique identifier of the related action that corresponds to a plan step

in the plan library (e.g., “p1.11”);

label – label for identification of the action (plan step) from the plan library (e.g.,

“taking-medication”);

time – time that an action often take to be performed;
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tolerance – value by which the ending time of the action is allowed to be delayed.

For instance, an action can take 5 minutes in addition to its normal time to be

performed. This tolerance is important for real-world situation where actions can

often take more time to be performed than an exact specified time.

3.2 Components Integration

The failure predictor components are integrated as presented in Figure 3.1.

When the SBR is not able to determine the current plan (no plan or multiple plans were

recognised) the Appointment Controller component is consulted (using the output of

the plan recogniser). First, the component checks if there are plans scheduled for the

moment in which it was consulted and, later, if a scheduled plan is in the list of candidate

plans. During this verification the following situations may occur:

Figure 3.1: Integration of failure predictor components.

• There is no agent goal scheduled for the current time. In this situation, the Appoint-

ment Controller component has nothing to do, so the main cycle ends and the

system awaits for a new observation.

• There is a plan scheduled for the current time. However, the candidate plan list

is empty (no plan was recognised). In this case, Appointment Controller detects
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a failure in the scheduled goal execution (i.e., a goal expected to be executed at

the time the calendar was consulted). In this case, a warning must be sent to the

system, which should be able to handle this plan failure.

• There is a plan scheduled for the current time and there are multiple plans in

candidate plans list. In this case, the Appointment Controller verifies if the plan

related to scheduled goal is present in plan candidate list. During this verification

two situations can happen:

– The plan linked to the scheduled goal is in the list of candidate plans. Thus,

this plan is considered as currently being executed by the agent;

– The plan related to the scheduled goal is not in candidate plans list. In this

situation, a failure is detected in the scheduled goal execution as it is not being

executed by the agent as it should. Then, a warning related to the scheduled

goal is sent to the Handling Plan Inconsistency step of the main cycle, in

which the system will handle the plan related to the failing goal.

Regarding goal scheduling in this initial implementation does not allow overlap-

ping of goals (i.e., goals with coincident time intervals). That is, a new goal will not be

added to calendar if it overlaps with an existing one. Given two hypothetical goals (A

and B), they are considered as overlapping if one of the following is true:

• A starts and ends at the same time as B. For example, A (2:00 p.m. to 4:00 p.m.)

and B (2:00 p.m. to 4:00 p.m.);

• A starts before B and A ends after B started. For example, A (1:00 p.m. to 3:00

p.m.) and B (2:00 p.m. to 4:00 p.m.), or A (1:00 p.m. to 5:00 p.m.) and B (2:00

p.m. to 4:00 p.m.);

• A starts after B has started, however, before B has ended. For example, A (3:00

p.m. to 5:00 p.m.) and B (2:00 p.m. to 4:00 p.m.).

However, there is an exception for the overlapping rule regarding the starting

and ending times. Two goals are not considered as overlapping if the starting time of

one of them is equal to the ending time of the other one. This exception is convenient, as

sequential plans are usually scheduled with no time interval among them, e.g., A (1:00

p.m. to 2:00 p.m.) and B (2:00 p.m. to 4:00 p.m.) or A (4:00 p.m. to 5:00 p.m.) and B

(2:00 p.m. to 4:00 p.m.).

The Plan-Step Controller is unable to disambiguate the list of candidate plans,

thus both SBR and Appointment Controller must inform only one plan/goal (top-level

node) and only one plan step (internal/external node) at each iteration. The planController

(Algorithm 1) is responsible for handling such information, using the plan library and a
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data file with plan step running times, in order to check the plan sequence (based on

plan steps) and monitor the running time of each action. So, it can detect and report

possible changes in plan execution avoiding possible failures.

Algorithm 1 planController(ηg, ηps, l)

Input: Current Goal ηg, Current Plan Step ηps, Time List l
1: check ηps duration present in l
2: checkCurrentGoal(ηg)
3: checkCurrentP lanStep(ηps)
4: Inform possible failure

The monitoring of current plan is performed by checkCurrentGoal (Algorithm 2).

Initially, current goal is updated based on information received by SBR (Line 1) and a test

is performed to check if it is a valid value (Line 2). After that, the algorithm checks if

current goal is equal to previous goal (Line 5) which the agent was trying to achieve. If

they are the same, it means agent is still carrying out actions to achieve it. Otherwise, the

agent started to perform a new goal with a new plan. In this case, the algorithm has to

verify if the previous goal was achieved successfully (Line 11). For that, the information

in the plan library is used to check if the last plan step (of the previous goal) is a leaf node.

If so, it means that the plan was fully executed and probably has finished successfully.

Otherwise, the agent may have stopped performing the plan before its finish or the agent

is executing more than one plan at the same time. Thus, the algorithm should send a

warning about this possible failure (Line 15).

The checkCurrentP lanStep (Algorithm 3) is responsible for monitoring the exe-

cution of each action related to a goal, i.e., it analyses the sequence of execution and the

runtime of each plan step. Initially, current plan step is updated based on information

received by SBR. The consistency of this information is checked and the algorithm then

checks if current plan step is equal to previous plan step which the agent was performing

(Line 5). If they are equal, it means that the agent is still performing the same plan step.

Thus, the algorithm has to check if current action is within the time specified in data

file with plan step running times. The checkExecutionT ime (Line 7) receives as input

the current plan step and checks if its runtime is within the specified time, taking into

account the specified tolerance for each action. If the agent is taking too long to perform

some action, the algorithm detects this as unexpected behaviour and warns the system.

When failure predictor detects a new action being performed by an agent, it is

necessary to check if this action is part of the sequence of actions needed to accomplish

the current goal (Line 9). The isV alidSequence (Algorithm 4) uses information in plan

library to check if current plan step is part of a valid sequence of actions to achieve

current goal, receiving as input the previous plan step and the current plan step. If

current plan step contains a sequential parent node and this parent node is the previous
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Algorithm 2 checkCurrentGoal(ηg)

Input: Current Goal ηg
1: η∗g ← previous goal
2: if ηg = null then
3: no goal can be checked
4: else
5: if ηg = η∗g then
6: ηg keeps running
7: else
8: if η∗g = null then
9: ηg get started

10: else
11: if η∗g has finished in an external node then
12: η∗g has finished and it’s completed
13: ηg get started
14: else
15: ηg get started
16: η∗g has stopped before its completed
17: end if
18: end if
19: end if
20: end if

Algorithm 3 checkCurrentP lanStep(ηps)

Input: Current Plan Step ηps
1: η∗ps ← previous plan step
2: if ηps = null then
3: no plan step can be checked
4: else
5: if ηps = η∗ps then
6: ηps keeps running
7: checkExecutionT ime(ηps)
8: else
9: if isV alidSequence(η∗ps, ηps) then

10: current execution path is right
11: else
12: current execution path has changed
13: end if
14: end if
15: end if

plan step, it means that execution path is correct. Otherwise, current plan step does not

match the execution path done so far to achieve current goal.

Detecting whether execution sequence is valid is more complicated when cur-

rent plan step has a decomposition parent node, because previous plan step does not

have to be a parent node of the current plan step, but only be part of current plan

execution and follow the temporal order of the execution path. The isPreviousNode (Al-
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Algorithm 4 isV alidSequence(ηp, ηc)

Input: Parent Node ηp, Child Node ηc
1: if ηc has a sequential parent then
2: η∗p ← sequential parent of ηc
3: if η∗p 6= ηp then
4: return false
5: else
6: return true
7: end if
8: else if ηc has a decomposition parent then
9: η∗p ← decomposition parent of ηc

10: if η∗p = ηp then
11: return true
12: else
13: if isPreviousNode(ηp, ηc) then
14: return true
15: else
16: return false
17: end if
18: end if
19: else
20: return false
21: end if

gorithm 5) algorithm receives as input the previous plan step and the current plan step,

then it checks the entire running sequence from current plan step node to previous plan

step node in order to analyse the temporal order to determine if current plan step is a

valid sequence for current goal execution.

Algorithm 5 isPreviousNode(ηp, ηc)

Input: Parent Node ηp, Child Node ηc
1: if ηc has a sequential parent then
2: η∗p ← sequential parent of ηc
3: if η∗p = ηp then
4: return true
5: else
6: return isPreviousNode(ηp, η

∗
p)

7: end if
8: else if ηc has a decomposition parent then
9: η∗p ← decomposition parent of ηc

10: if η∗p = ηp then
11: return true
12: else
13: return isPreviousNode(ηp, η

∗
p)

14: end if
15: else
16: return false
17: end if
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3.3 Experiments

The objective of experiments is to show how our initial approach provides help-

ful reminders by monitoring and anticipating plan failure from agent observations. In

this way, we model part of a scenario that represents agent behaviour based on Activi-

ties of Daily Living (ADL), which is a term used in health-care to refer to daily self-care

activities of people. Figure 3.2 shows an example of plan library based on ADL, where

the activities correspond to user single actions (e.g., getting-up, watching-tv, reading-

a-book, taking-medication, using-bathroom). In this scenario, there is a person with

disabilities who lives alone and needs constant monitoring to perform his daily activi-

ties. Using plan library formalism, we model a set of plans for representing possible

behaviour of this person, where some of these plans are shown in Figure 3.2.

Figure 3.2: Example of a plan library based on ADL.

To exemplify how our initial approach works, we schedule the top-level plan

managing-medication to be performed between 7:00a.m. and 7:30a.m., in which this

schedule information is in the calendar (Appointment Controller). Considering the cur-

rent part of day as early morning, the sequence of activities to be performed in order to

accomplish the plan managing-medication is: getting-up → using-bathroom → at-living-

room → at-kitchen → taking-medication. According to this sequence, the user must

move through the living room (i.e., plan step at-living-room) to complete the plan. How-

ever, this plan step is also part of the top-level plan leisure, in this case, SBR component

returns both top-level plans managing-medication and leisure when current plan step is
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at-living-room. To deal with this ambiguity, our approach uses Appointment Controller

component to check if there is a top-level plan scheduled for the current time, if so, it

discards those plans that are not scheduled for this time.� �
1 ...
2 [Info]:Current Top-Level Plan: managing-medications
3 [Info]:Current Plan Step (PS): at-living-room
4 [Info]:Checking time [at-living-room]
5 [Info]:PS [at-living-room] started at 7:15am
6 [Info]:PS [at-living-room] is running for 5 min
7 [Info]:PS [at-living-room] avg time 3 min | tol 1 min
8 [Warn]:PS [at-living-room] is taking too long
9 ...� �

Listing 3.1: Example of failure predictor output.

The example of program output, presented in Listing 3.1, represents part of

execution of the failure predictor initial approach, in a scenario where the user must

take a medication in a strict time and during plan execution the user’s attention drawn

to something else (e.g., the user stays at living room watching TV) and forgets to take

his medication. In this case, current top-level plan is managing-medication (Line 2) and

current plan step is at-living-room (Line 3). The failure predictor monitors the plan exe-

cution (Lines 4-6) and based on information in the Plan-Step Controller, i.e., average

time of execution for each plan step and a time tolerance (Line 7), it is able to detect

anomalies in plan execution and informs the system to try to address and correct these

possible failures. In this example, the algorithm detects that a plan step is taking too

long to be performed, then an alert message is generated (Line 8).

Final Remarks

This chapter presented the first steps to developing a failure predictor based

on plan recognition techniques and a calendar that includes some of the plans that the

agent is known to be required to execute over time. The main contribution is a system

that anticipates plan failures by monitoring a sequence of agent actions during its plan

execution. An automatic generator of plan libraries for plan recognition performance

evaluation also was developed with the aim of testing the performance of several plan

recognition algorithms with different structures of plan library. Chapter 4 presents this

work which enabled a greater understanding of how to create and represent complex

structures to represent possible agent behaviour as plan library, as well as its advantages

and limitations.
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4. AUTOMATIC GENERATION OF PLAN LIBRARIES

Most approaches to plan recognition are based on manually constructed rules,

where the knowledge base is represented as a plan library for recognising plans. Al-

though such approaches use conceptually similar plan library representations, they sel-

dom, if ever, use the exact same domain in order to directly compare their performance.

For any non-trivial domain, such plan libraries have complex structures representing

possible agent behaviour, so plan recognition approaches often fail to be tested at their

limits and only rarely they are compared with each other experimentally, leading to the

need for a principled approach to evaluating them. In order to address this shortcoming,

we develop a mechanism to automatically generate arbitrarily complex plan libraries.

Such plan library generation can be directed through a number of parameters to allow

for systematic experimentation. We validate our mechanism by generating and carrying

out experiments to evaluate the performance of the SBR algorithm.

4.1 Parameters

The algorithms developed in this work were created in order to enable sys-

tematic analysis and performance comparison between several plan recognition algo-

rithms given the variety of possible plan libraries. Thus, the Plan Library Generator

(Section 4.2) generates plan libraries based on various given parameters (summarised

in Table 4.1), and the Input Set Generator (Section 4.3) generates sequences of legal

observations, given a plan library [FHM+15].

Table 4.1: Parameters available to generate the plan library

Flag Symbol Default Constraints Description

-g $g $g = 3 $g ≥ 1 number of top-level plans
-d $d $d = 4 $d ≥ 1 depth of the plan trees
-b $b $b = 1 1 ≤ $b ≤ $B minimum number of branches
-B $B $B = 3 $b ≤ $B maximum number of branches
-f $f $f = 1 $f ≥ 1 number of features per node
-c $c $c = 2 $c ≥ 1 number of values
-F $F $F = 10 $F ≥ ($d× $f) available values to the features
-s Φ Φ = 0.8 0 ≤ Φ ≤ 1 sequential edges probability
-D Ψ Ψ = 0 0 ≤ Ψ ≤ 1 duplication probability
-p path plan_library.xml 〈String〉 output file path

• Number of top-level plans ($g): represents the branching factor of the root node,

in other words, the number of children for the root node. This value refers to
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number of different independent top-level plans in a plan library, presented as gray

circles in Figure 4.1.

• Depth ($d): corresponds to the depth of plan trees. This depth value for the plan

library (from the root node) determines the number of plan steps that a plan in-

stance contains. In Figure 4.1 the number of nodes in a complete path from a

top-level node to a leaf node is equal to $d = 3.

• Minimum number of branches ($b): defines the minimum number of branches

that all nodes (other than root and leaf nodes) must have. This value must be in the

interval [1; $B]. In Figure 4.1 all nodes have at least one branch ($b = 1).

• Maximum number of branches ($B): defines the maximum number of branches

that all nodes (other than root and leaf nodes) may have, and this value must be

greater than or equal to the minimum number of branches ($b). The number of

branches is randomly chosen from the interval [$b, $B] whenever a new node is

created. In Figure 4.1 node ps2.1 has the maximum number of branches ($B = 3).

$g = 2

$d = 3

$b = 1 $B = 3

Figure 4.1: Example of a plan library with $g=2, $d=3, $b=1 and $B=3.

• Number of features ($F): number of observable features, in the domain, available

to be associated with a given plan step. Features are properties associated with

the action represented by a given plan step, which need to be observed by the

plan recognition algorithms for them to be able to recognise the execution of this

particular plan step. In Figure 4.2, three observable features (f1, f2 and f3) may be

associated with nodes representing top-level plans or plans steps.

• Number of features per node ($f): number of features associated with each top

plan and plan step. As restriction, the number of features ($F) must be greater than

(or equal to) depth ($d) multiplied by number of features per node ($f).
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$c ≥ $d× $f

In other words, there are at least $f distinct features for each plan step belonging

to a single plan instance. In Figure 4.2, each node must have at least one distinct

feature ($f = 1) with an associated value to make possible the plan recognition

process. In cases where a feature is not considered for the plan step recognition

process we put a hash sign “#” to denote that this feature has no influence in the

recognition of this specific plan step.

• Feature status ($c): represents the number of values that may be associated with

the features. Features with a specific status allow the identification of determined

plan steps (actions) being executed by the observed agent. This value must be

greater than or equal to one ($c ≥ 1). In Figure 4.2, for instance, considering

feature status equal to two ($c = 2) means that all features are multi-valued and

get values equal to zero, one or two. It is worth noting that, in this case, only

integer values in the interval [0, $c] can be assigned to the features.

f1 = 1
f2 = 1
f3 = #

f1 = 1
f2 = #
f3 = #

f1 = 1
f2 = 2
f3 = #

f1 = 1
f2 = 2
f3 = 1

f1 = #
f2 = #
f3 = 1

f1 = 0
f2 = #
f3 = #

$f =  1
$c = 2 [0, 1, 2]
$F = 3 [f1,f2,f3]

Figure 4.2: Part of a plan library with features valued $f=1, $c=2 and $F=3.

• Sequential edges (Φ): value in the interval [0, 1], which determines the probability

of a branch to be created as sequential (rather than decomposition). Thus, for ex-

ample, Φ = 0 means that all branches will be of the decomposition type (Figure 4.3

(a)), whereas Φ = 1 means that all branches will be sequential (Figure 4.3 (c)). Re-

garding feature distribution, it is important to emphasise that the same feature can

not be assigned with different values to a node and its respective decomposition

children because the children node represent a specialisation of the parent node.

This way, when a decomposition node is created, it automatically inherits from its

parent node the features as well as the values attributed to them.
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sq = 0.5 sq = 1sq = 0

SeqDecDec Dec Seq Seq

(a) (b) (c)

Figure 4.3: Examples of branch creation, solid lines represent decomposition links and
dashed lines represent sequential links.

• Duplication (Ψ): represents the percentage of top-level plans that are duplicated

in order to generate ambiguous paths. Each plan in the plan library has a unique

identification; however, plans that present the same set of associated features and

the same value of these features are similar in the sense that they will match the

same set of observations, at least up to a point hence leading the recogniser to have

multiple unresolved hypotheses. The duplicated plan is not exactly equal to the top

plan from which it was generated, because the last leaf plan step in a duplicated

plan is created different to establish some distinction between them (Figure 4.4).

For example, Ψ = 0.2 means that 20% of top level plans are a duplicate of another,

thus approximately 40% of top level plans are not unique, having some difference

in the leaf nodes.

 

f1 = 0 
f2 = 1
f3 = #

f1 = 0 
f2 = 1
f3 = 2

 

f1 = 0 
f2 = 0
f3 = #

f1 = 0 
f2 = 0
f3 = #

f1 = 0 
f2 = 1
f3 = #

f1 = # 
f2 = #
f3 = 2

f1 = # 
f2 = 2
f3 = #

f1 = 0 
f2 = 1
f3 = 1

f1 = # 
f2 = #
f3 = 0

f1 = # 
f2 = 1
f3 = #

...

Figure 4.4: Example of duplication in a plan library where top-level plan pn is a duplica-
tion of p1 differing only in the leaf nodes.
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4.2 Plan Library Generator

The plan library generation is conducted as shown in Algorithm 6. This algo-

rithm starts creating the root node (Line 1), which is responsible for connecting all top-

level plans/goals, being created as decomposition type with no features assigned to it.

Next, the algorithm determines how many plans will be duplicated (Line 2) and the num-

ber of distinct top-level plans to be created (Line 3). For example, whereas that $g = 10

and Ψ = 0.1 then we will have 9 distinct plans created and the last one will be basically

a copy of a previously created top plan. This is important for evaluating plan recogni-

tion algorithms that typically keep track of sets of potential plans being executed until

some disambiguation is possible, which is harder when there are many similar plans in

the plan library. The next step consists in create distinct top-level nodes (Line 4), which

corresponds to agent plans (e.g., plans “p1” and “p2” in Figure 4.5). These nodes are cre-

ated as simple decomposition type with no features assigned. After that, the algorithm

(Lines 5-8) creates their respective branches (this creation is presented in Algorithm 7).

Finally, after creates all individual top-level plans, the algorithm selects (Line 9) the ones

that will be duplicated (if a duplication percentage has been set). Note, however, that

features values of bottom-level nodes from a plan copy are changed in order to distin-

guish it from the original plan, whenever plans are duplicated.

Algorithm 6 generateTree($g, $d, $b, $B,Φ, $F, $f, $c,Ψ)

Input: Number of top-level plans $g, Depth $d, Minimum number of branches $b, Maxi-
mum number of branches $B, Sequential edges Φ, Number of features $F, Number of
features per node $f, Feature status $c, Duplication Ψ

Output: Plan Library Λ
1: ηroot ← create a root node
2: νdup ← $g ×Ψ . number of plans to be duplicated
3: νdist ← $g − νdup . number of distinct top plans
4: Lη ← create νdist top level nodes
5: for each ηi ∈ Lη do
6: ηi ← createBranches(∅, 1)
7: add decomposition node ηi to ηroot
8: end for
9: add νdup duplicated plans to ηroot

10: return Plan Library Λ from ηroot

Algorithm 7 shows the creation of plan-step nodes and their respective branches,

receiving as input the subset of features assigned to its parent node (F = ∅) and the

current depth (δ = 1) in which the node will be created. Some parameters, such as,

number of features per node ($f), minimum number of branches ($b), maximum number

of branches, ($B) and sequential edges (Φ) are assumed as global (Algorithm 6). The

algorithm starts determining the number of branches to be created in the new node
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Algorithm 7 createBranches(Fp, δ)
Input: Parent Features Fp, Current Depth δ
Output: Branch starting from Node nd
1: β ← number of branches . random number between $b and $B
2: φ← number of sequential edges . Φ percent of β
3: F ← random set of features
4: if Fp 6= ∅ then
5: F ← F ∪ Fp
6: end if
7: η ← create a new node at depth δ with feature set F
8: if δ = $d then
9: return Node η

10: end if
11: for i = 0 to φ do
12: ηi ← createBranches(∅, δ + 1)
13: add sequential child node ηi to η
14: end for
15: for i = 0 to (β − φ) do
16: ηi ← createBranches(F , δ + 1)
17: add decomposition child node ηi to η
18: end for
19: return Node η

(Line 1), and how many of them will be set as sequential branches (Line 2). Both infor-

mation must be defined before the creation of the new node, because they influence how

its type is determined. If the number of sequential edges (Φ) is equal to the number of

branches (β), then the new node will be created as action node (also referred as “leaf

node”), otherwise, it will be created as decomposition node. Next step (Line 3) is to

generate the subset of features to be assigned to the new node. This subset, with size

defined by $f, is extracted from the feature set ($F) received from the parent node and

these features receive values randomly extracted from the previously defined interval

[0,$c]. Thus, based on subset of features and information previously determined, the

algorithm creates a new node (Line 7). However, before creating branches for a new

node is needed to check if current level has reached the expected depth (Line 8). So, if

expected depth has been reached, a new node is returned and plan path is completed.

Otherwise, the algorithm goes to next step creating a next level in the tree.

The algorithm creates the node sequential branches in Lines (11-14). In the

following, it is recursively called until all sequential nodes had been created. Each node

created in these recursive calls is added to the list of sequential children of the new

node (Line 13). After that, this algorithm uses a similar approach to create the new node

decomposition branches (Lines 15-18). The main difference between creating sequential

and decomposition branches is the feature distribution among nodes. While creating

sequential nodes the feature subset construction is based on the whole feature set ($F),
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creating decomposition nodes is based on a feature subset, which eliminates features

already used by the parent nodes. As previously explained, the same feature can not be

attributed to a node and its decomposition children with different values, so the child

node inherits the features, and its respective values, from the parent node (Lines 4-6).

In Figure 4.5, nodes represent plans/goals (first level) and plan steps (second

level and below) of the plan library, and edges represent relations between them. The

“root” node is not considered a plan, being used only to connect various top plans/goals.

Figure 4.5 shows sequential links represented by dashed arrows and decomposition links

represented by solid arrows, for instance, there is a decomposition link between p2 and

ps2.2, and a sequential link between ps2.2 and ps2.2.1. The top-level plans are p1 and

p2 and Figure 4.5 also shows the set of feature status on observable features associated

with each plan step.

f1 = # 
f2 = 1
f3 = #

f1 = # 
f2 = 2
f3 = #

f1 = # 
f2 = #
f3 = 1

f1 = 0 
f2 = #
f3 = #

f1 = # 
f2 = 2
f3 = 1

f1 = # 
f2 = 1
f3 = #

f1 = # 
f2 = 0
f3 = 0

f1 = # 
f2 = 1
f3 = 0

f1 = # 
f2 = #
f3 = 0

f1 = # 
f2 = 1
f3 = #

f1 = #
2 = #

f3 = 0

 

f

Figure 4.5: Example of a plan library tree created by the Plan Library Generator with
$g=2, $d=3, $b=1, $B=3, Φ=0.5, $F=3, $f=1, $c=2, and Ψ=0.

4.3 Input Set Generation

In this work, we first realise experiments to evaluate SBR performance. In these

experiments the observations set used as input for the plan recognition are automati-

cally built using the generated plan library. In the input set, observations are organised

in subsets known as “queries”. Each query contains the necessary observations (one or

various) for recognition a given plan. The number of observations in a query varies based

on the plan structure to be recognised. For example, in Figure 4.5 p1 can be recognised

through ps1.1.1 with a single observation, because all path from p1 to ps1.1.1 is com-



60

posed only by decomposition branches. Otherwise, the path from p1 to ps1.2.2 has a

sequential branch, so we need, at least, two observations owing to the temporal restric-

tion (sequential branch) between ps1.2 and ps1.2.2. The observation sets creation is

conducted automatically, as shown in Algorithm 8 that receives as input a plan library

(Λ) and the number of queries (nobs) to be generated.

Algorithm 8 obsGenerator(Λ, nobs)

Input: Plan Library Λ, Number of Observations set nobs
Output: Observations Sequences List Lobs
1: Lobs ← ∅
2: for i = 0 to nobs do
3: η ← random top-level node
4: obs← getObservations(η) . observations set from a path to perform η
5: add obs to Lobs
6: end for
7: return Lobs

The obsGenerator(Λ, nobs) (Algorithm 8) starts randomly selecting a plan from

the plan library to be recognised (Line 3). The structure of the chosen plan is traversed

and all necessary features (and its values) for the observations generation are got from

its plan steps (Algorithm 9). The generation process (Lines 2-6) is repeated until reach

the number of expected queries.

Algorithm 9 getObservations(η)

Input: Node η
Output: Observations Sequence List obs
1: obs← ∅
2: Lβ ← child nodes of η
3: if Lβ = ∅ then
4: o← observation of η
5: add o to obs
6: return obs
7: end if
8: η∗ ← random node from Lβ
9: if η∗ is a decomposition child of η then

10: o← getObservations(η∗)
11: add o to obs
12: else
13: o← getPrevObs(η)
14: add o to obs
15: o∗ ← getObservations(η∗)
16: add o∗ to obs
17: end if
18: return obs

The getObservations(η) (Algorithm 9) shows how branches of a given plan are

traversed. Initially, each child node of a given node is added to a single list (Line 2).
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After, one of these children is randomly selected (Line 8) and if this selected child

node is connected by a decomposition branch the method is recursively called using

as input this child node (Line 10). For plan paths composed only by decomposition

branches (e.g., “p1” to “ps1.1.1”), the method is recursively called until find a leaf-node

(e.g.,“ps1.1.1”), then all features and its values contained in the leaf node are used to

generate an observation. This strategy only is possible because in decomposition relation

a child node always inherits all parent features. However, if the selected child is linked

by a sequential branch, before the algorithm continues to follow the selected path, it

has to generate an observation using the current plan step features, because a sequen-

tial branch represents a temporal relation between nodes, where for a child node to be

validated, its parent has to be recognised first. For example, given the diagram shown

in Figure 4.5 and the assumption that plan steps “ps2.2” and “ps2.2.1” correspond,

respectively, to the actions “at kitchen” and “taking medication”, for one to be able to

execute the action “taking medication”, one has to execute the action “at kitchen” first.

The method to build previous observation is shown in Algorithm 10. In this algo-

rithm, before the execution to follow a sequential path, it tries to build the observation

using the current node features. In this situation two cases might occur: First, the cur-

rent node is a leaf node (i.e., has no decomposition children), thus the observation is

built using features and values of the current node (Lines 2-6). Second, the current node

is decomposition type, so the strategy used is to follow the decomposition branches of

the children nodes until reach a leaf node (Lines 7-9). It is worth noting that the next

decomposition node to be consulted is randomly chosen (Line 8).

Algorithm 10 getPrevObs(η)

Input: Plan Node η
Output: Observations Sequence List obs
1: obs← ∅
2: if η is a leaf node then
3: o← observations of η
4: add o to obs
5: return obs
6: end if
7: Ldec ← decomposition children nodes of η
8: η∗ ← a random node of Ldec
9: o← getPrevObs(η∗)

10: add o to obs
11: return obs
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4.4 Experiments

The experiments aim to demonstrate the usability of the approach presented

in this work to generate parameterised test structures, which allows principled per-

formance evaluation for plan recognition approaches. An extensive set of experiments

varying a number of parameters was carried out in order to evaluate the performance

of the Symbolic Behaviour Recognition (SBR) algorithm described in [AZK05]. SBR is

a method for complete and symbolic plan recognition that uses a plan library, which

encodes agent’s behaviour in form of plans. It extracts coherent hypotheses from the

multi-featured observations sequence using a Feature Decision Tree (FDT) to efficiently

match these observations to plan steps in a plan library. A FDT is a decision tree where

each node represents an observable feature and each branch represents one possible

value of this feature. Determining all matching plans from a set of observations fea-

tures is efficiently achieved by traversing the FDT top-down until a leaf node is reached.

Each leaf node is a pointer to a plan step in the plan library. The Plan Library Gen-

erator (Section 4.2) builds a plan library based on the given parameters and the Input

Set Generator (Section 4.3) generates sequences of observations based on this plan li-

brary. The algorithms were implemented in Java SDK 1.7 (build 1.7.0_65-b17) and we

ran the experiments on a Mac Pro Server (OS X 10.9.4) with two 6-core Intel Xeon (2.4

GHz) CPU, 32 GB of RAM (DDR3 1333MHz), and 2 TB of disk storage. In all experi-

ments we evaluated the performance of SBR varying some parameters and for each of

these values we generated a set of 200 random observation based on the given plan

library. The average runtime of SBR matching those 200 observations are shown in Fig-

ures 4.6, 4.8, 4.10, and 4.12. The FDT training times for each experiment are shown in

Figures 4.7, 4.9, 4.11, and 4.13.

The first experiment (Figures 4.6 and 4.7) was performed by varying depth (3

– 10) and sequential edge probability (0 – 1). The other values were fixed as: top level

plans = 10; minimum branches = 1; maximum branches = 3; number of features = 10;

features per node = 1; feature status = 2 and duplication = 0. Figure 4.6 shows that

SBR algorithm is more efficient in domains where plan paths do not have an expected

temporal order of execution, i.e., plan paths with few sequential edges. Another impor-

tant aspect is that the greater the sequence of actions necessary to realise a plan, the

greater is the time to recognise it. This is because depth has a strong influence on the

size and complexity of the plan library. This experiment was important to demonstrate

the possibility of varying temporal structure of the plan library by controlling the number

of sequential edges.

The time required to train the FDT is represented in Figure 4.7, where it is

possible to observe that time increases according to the plan library depth (the deeper
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Figure 4.6: Average matching runtime of SBR varying $d and Φ.

the plan library, the greater the FDT training time), and the number of sequential edges

(the greater the number of sequential edges, the greater the training time).
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Figure 4.7: FDT training time varying $d and Φ.

Figure 4.8 shows the average runtime of SBR varying the number of top-level

plans (10 – 100) and number of features per node (1 – 10). The other values were fixed

as: depth = 5; minimum branches = 2; maximum branches = 2; number of features =

50; feature status = 2, sequential edges = 0.5 and duplication = 0. In this figure, one
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can observe that SBR recognition time tends to increase as the number of top-level plans

increases in the domain.
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Figure 4.8: Average matching runtime of SBR varying $g and $f.

Figure 4.9 shows the influence that the number of top-level plans and the num-

ber of features per node carried on the FDT training time. We can observe that the

increase in number of top-level plans increases the training time. This is contrary to

what occurs with the number of features per node, where an increase in the number

of features tends to lead to decrease in the time taken for training. This experiment

indicates that it is possible to use these algorithms to generate increasingly complex

plan-library structures to (stress) test various plan recognition algorithms.

The third experiment (Figures 4.10 and 4.11) was performed by varying the

number of branches (1 – 9) and the number of features per node (1 – 10). It is worth

noting that for this experiment, in particular, the number of branches represents the

exact number of children to each node (i.e., parameters minimum and maximum number

of branches assume the same value). The number of top-level plans remains fixed at 10

and the duplication factor was fixed at 0.2, which presents the possibility of increasing

ambiguity in plan library provided by plan library generator algorithm. Other parame-

ters assume the same values presented in the second experiment. Figure 4.10 shows

that the time for SBR to recognise a plan increases as the number of branches and the

number of features per node assumes higher values. This figure show a behaviour that

is more regular than that seen in Figure 4.8, which may be due to the increased size

and complexity of the plan library; such increase in size and complexity happens more

quickly when we change the number of branches than when we change the number of

top-level plans.
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The FDT training time presented in Figure 4.11 shows the major influence that

the branching factor (number of branches per node) has on the SBR performance, espe-

cially for the highest values. Although the time to recognise a plan remains at the scale

of milliseconds (see Figure 4.10), the FDT training takes much more time.

Finally, the fourth experiment (Figures 4.12 and 4.13) was performed with the

aim of assessing the influence that the number of features per node and the number of

values that can be associated to the features (i.e., feature status) have on FDT training
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Figure 4.11: FDT training time varying $B and $f.

time. Figure 4.12 shows average runtime of SBR varying number of features per node

(1 – 10) and feature status (1 – 10). The other values were fixed as: top-level plans =

10; depth = 7; minimum branches = 3; maximum branches = 3; number of features =

10; sequential edges = 1 and duplication = 0. This experiment shows that the expected

effect of using the FDT is diminished when the number of features per node (plan step)

is set at 1, which essentially treats features as atomic.
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In Figure 4.13, we observe that the fewer features per node, the slower the FDT

training time (the worst case is when there is only one feature per node). The range of

feature status also influences the training time, where we can observe that the greater

the relative value of feature status, the smaller the training time.
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Figure 4.13: FDT training time varying $f and $c.

Final Remarks

We developed a framework that allows principled performance evaluation for

plan recognition algorithms. A plan library generator was created to generate complex

structures based on a number of parameters that will determine the complexity of the

plan library. Thus, a unique representation of an information domain can be used to

compare the efficiency of several plan recognition algorithms. The performance of plan

recognition algorithms is directly related to the structure and size of the plan library, as

well as the set of observations given to the plan recognition system. The size of a plan

library is mainly determined by the number of top-level plans, the interval composed by

the number minimum and maximum of branches, and by its depth. On the other hand,

the ambiguity of plan library influences the amount of distinct plans that fit a given

sequence of observations. In our approach, the amount of ambiguity is determined by:

(i) the duplication, which taking larger values implies more duplicated plans, thereby

increasing the ambiguity; (ii) the number of features, less features tend to decrease

the possibility distinction between plans; (iii) the feature status, which assuming higher
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values enables greater distinction among plans that use the same set of features; and

(iv) the number of features per node where greater values cause more variety in plans.

Experiments were carried out to assess the effectiveness of this approach by

generating several plan libraries with different structures to test the performance of the

SBR algorithm. We observed that SBR has a better recognition time performance in do-

mains presenting plan paths with fewer sequential edges and short sequences of actions

and it presents worse performance when the number of branches and number of features

per node assume higher values. Besides, SBR recognition time and FDT training time

tend to increase according with the number of top-level plans in the domain. The FDT

training time increases according to plan library depth and number of sequential edges,

and in contrast, this value decreases when the number of features per node increases.

It is worth noting that the expected effect of using FDT is diminished when the number

of features per node is set at 1, which essentially treats features as atomic. Besides,

a large range of feature status and a large number of features per node make for the

fastest FDT training time. Finally, the experiments demonstrated the capacity of our

plan library generator to create increasingly complex and varied structures, as well as

the possibility to change the temporal structure and ambiguity of the generated plan li-

brary to evaluate plan recognition algorithms. In next chapter, we present the Temporal

Multiple-Plan Recognition and the real dataset used to evaluate our approach. We also

explain how to extend the Plan Library Generator and the Input Set Generator to create

temporal plan libraries and observation set, respectively.
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5. TEMPORAL MULTIPLE-PLAN RECOGNITION

This thesis fits into the context of activity and plan recognition, with special at-

tention on increasing interaction between smart devices and people, thanks to hardware

and software advances that enable the growth of pervasive computing and the Internet

of Things (IoT) [GIMA10], allowing integration of several technologies and communica-

tions solutions, stimulating the research in many fields of Artificial Intelligence.

In order to pro-actively help the user without explicit requests, a pervasive com-

puting system must be able to infer what the user is trying to accomplish [Sat01]. The

techniques that do this are known as activity and plan recognition. Although both have

a similar goal, while activity recognition is the task of recognising the user activity by

analysing his/her low-level actions and environment changes, plan recognition is the task

of recognising not only an activity but the set of activities (plan) that an observed user is

following in order to achieve his/her goal.

Despite some differences, both techniques try to recognise the user intentions

by analysing user actions and environment changes, reasoning about how an action from

an observed user might contribute to achieve his/her goals. In addition to the part re-

sponsible for reasoning, the observer must have a knowledge base that stores user’s

goals and the ways that they can be achieved, in order to match user’s actual behaviour

with their intentions. Frequently, user activities and plans are stored in the observer

knowledge base and are used for matching the actual user behaviour with some model

of expected behaviour.

In this work, we develop a temporal multiple-plan recognition method to deal

with ambiguous and concurrent plans, able to handle the several types of devices and

the large amount of information they transmit. We extend the SBR algorithm, which

supports multi-feature observation and allows multi-valued features, to allow an efficient

temporal analysis for all recognition hypotheses consistent with the observations, taking

into account concurrent plans and duration constraints.

5.1 Architecture Overview

This section presents an overview of the temporal multiple-plan recognition ar-

chitecture, shown in Figure 5.1. This model is inspired by ideas presented in Fagundes et

al. [FMBV14] but with different goals. While Fagundes focuses on the problem of deter-

mining when to interact with the observed agent in order to determine its current plan

under execution, we focus in discovering if the observed agent is performing more than a

plan at same time, trying to disambiguate the hypothesis set based on information about

time of day and duration of each plan execution acquired in previous episodes. Thereby,
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the temporal plan recognition is formed by a set of components, operating together, aim-

ing to disambiguate the hypothesis set returned by SBR apart from monitoring temporal

errors in plan execution.

Figure 5.1: Temporal multiple-plan recognition architecture.

The SBR component, presented in Section 2.4 and shown in Figure 5.1, is a

symbolic plan recogniser that efficiently matches multi-featured observations to plan

steps in a plan library augmented with a feature decision tree. This component receives

as input a sequence of observations and matches them to plans stored in the plan library

considering all recognition hypotheses that are compatible with the observation history,

with no hypotheses ranking. Therefore, SBR can return more than one plan at time,

which in most applications means the algorithm could not recognise the correct plan

being performed by the user. However, this characteristic can be useful considering that

users in real world are multitasking, so the ambiguity present in SBR responses can

become an advantage in environments where users perform several tasks concurrently,

allowing the algorithm to recognise simultaneous plans being carried out by the user.

In our temporal multiple-plan recognition approach, we call Plan Execution Con-

troller (PEC) the components involved in hypotheses disambiguation process and tem-

poral execution control of a plan. PEC handles hypotheses returned by SBR jointly with

current information about these plans stored in Temporary Table (Table 5.1 which is

hereafter referred to as Υ) and previous information about these stored in Database

(Table 5.2 which is hereafter referred to as ∆) aiming to monitor plans performed by

the user. The filter component (present in Figure 5.1) is responsible for disambiguat-

ing SBR hypotheses and is extremely important both for plan recognition and for failure

prediction. In the recognition process, its task is to improve precision without losing

recall, that is, for all candidate plans we must select (filter) only plan(s) actually being

performed by the user (precision) and all these plans must be returned as hypothesis
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(recall). Like this, in failure prediction its task is to ensure that warning messages will

only be sent about plans that are actually being carried out by the user.

Therefore, PEC must be able to identify and check plan steps taking too long

as well check plans that have been abandoned before they finished. In other words, it

is responsible for checking inconsistencies in plan execution, besides identifying plans

that can be executed concurrently. To make this possible, the Temporary Table keeps

the following information:

• id – unique identifier for each plan (or plan step) present in the hypothesis set;

• label – a label to define the user activity (e.g., preparing lunch );

• type – information about the activity (node) position in the sequence of activities

performed to achieve a plan/goal, classified as: TOPLEVEL, INTERNAL or EXTERNAL;

• start – timestamp where the activity started to be recognised;

• end – last timestamp where the activity has been recognised;

• duration – number of timestamps elapsed from activity start until its end;

• path – sequence of activities performed until the current plan step (only activities

associated with the current plan step can belong to this path);

• hour – the hour when the activity started being recognised.

Table 5.1: Example of temporary table (Υ)
id label type start end duration path hour

p1
Preparing

Lunch
TOPLEVEL 1 1201 1200 [p1] 12:04:11

ps1.1
Open

Refrigerator
INTERNAL 1 61 60 [p1,ps1.1] 12:04:11

p2
Preparing

Dinner
TOPLEVEL 1 61 60 [p2] 12:04:11

...

ps1.1.2.1.1
Using

Microwave
EXTERNAL 901 1201 300

[p1,ps1.1,... ,
ps1.1.2.1.1]

12:19:11

It is important to remember that a plan (sequence of activities) is represented

by a sequence of nodes in the plan library, where TOPLEVEL nodes denote plans/goals

which the agent may try to achieve, so they are top nodes in the plan library. Nodes

between top-level and leaf nodes are classified as INTERNAL, representing middle activ-

ities performed in a plan execution. Finally, EXTERNAL nodes represent the last activity

required to complete a plan successfully; they are leaf nodes in a plan library and used

to identify when a plan has finished. Figure 5.2 shows the positions of node types in a

plan library.
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Figure 5.2: Example of node types and their positions in a plan library.

It is worth noting that the Temporary Table (Table 5.1) keeps information tem-

porarily, discarding them when the current plan recognition episode ends. However, this

information is not ignored, since it is the basis to update the Database (Table 5.2) cre-

ated to store information about plans that have been performed successfully by the agent

(information such as plan duration average and how many times a plan was successfully

completed). PEC keeps updated both the temporary information present in the tempo-

rary table as well as the consistent information stored in the database. The Temporary

Table is updated at each timestamp, keeping consistent the information of all plans being

recognised by SBR and discards the information of plans that are no longer being recog-

nised. The Database is update when all the plan recognition process ends (i.e., a plan

carried out completely and successfully). So, the information about this plan present in

temporary table is used to update the Database storing the following information:

• id – unique identifier of each activity (node);

• label – a label describing the user activity;

• type – node type based on position in the activity sequence present in the plan

library;
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• tmin – the smallest number of timestamps required to perform this activity. This

value is acquired through many plan executions. Whenever this step presents a du-

ration less than the current tmin we update this information with the new duration;

• tmax – the longest duration to finish this plan step among all plan executions. We

update this value whenever this step presents a duration higher than the current

tmax;

• tavg – average duration (in timestamps) to finish this activity;

• nupd – number of times that the plan information has been updated;

• hour – average hour at which this activity is usually performed. When the activity

has no specific time of day to take place we tagged this as UNDEFINED.

Table 5.2: Example of database (∆)
id label type tmin tmax tavg nupd hour

p1
Preparing

Lunch
TOPLEVEL 1200 1500 1350 2 11:59:06

ps1.1
Using

Refrigerator
INTERNAL 60 60 60 1 12:04:11

ps1.2
Using

Cabinet
INTERNAL 90 90 90 1 11:54:01

p2
Preparing

Dinner
TOPLEVEL 1800 1800 1800 1 20:05:00

...

ps1.1.2.1.1.2
Using

Microwave
EXTERNAL 300 300 300 1 12:24:06

The hour is not an information previously informed to the temporal plan recog-

niser, that is, the system must learn and update this value each time a plan is carried

out by the user. So, plans that usually are performed at same hour possibly will have an

average hour defined, otherwise they will be tagged as UNDEFINED. The first time a plan

is performed we assume the current time as the average hour. In next episodes, the hour

is updated according to the following Equation 5.1

hour =


(hour × nupd) + obs_hour

nupd+ 1
if |hour − obs_hour| ≤ ϕ

UNDEFINED Otherwise
(5.1)

where the variable obs_hour represents the current hour when the plan started execu-

tion, and we use constant ϕ as the maximum time variation range allowed between the

times when the plan execution occurred to consider that the plan has a definite hour to

take place. In other words, we calculate the absolute difference between two time val-

ues, the average hour hour and the current hour obs_hour (when the plan started being
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recognised). If this difference is less than or equal to ϕ we update the average hour,

otherwise, we consider the plan has no defined hour (tagging it as UNDEFINED).

5.2 Plan Execution Controller

The PEC components extending the SBR algorithm aim to disambiguate the

hypotheses set returned by SBR when it presents more than one element. These com-

ponents are also able to determine when an agent is performing more than one plan at

the same time, besides monitoring the temporal order of the activities (i.e., the activity

sequence) and checking their time and duration. Information about the plans present in

the hypotheses set are acquired from the plan library, such as id, label, type, and path.

The node type is defined according to its position in the plan tree. The path information

contains all traversed nodes from the top to the current node. These values, as well as

start, end, duration, and hour are updated at runtime, kept in temporary table Υ, and

discarded when the current plan recognition episode ends.

To develop a mechanism able to control the time execution for each activity per-

formed by the user, it was necessary to make some assumptions on the way observations

are made. We assume that observations are made at fixed intervals of time, i.e, in our

experiments, for example, a new observation is made every second. This fixed inter-

val between each observation allows us to accurately rate and store the time sequence

for each activity being performed, thereby enabling us to check (at runtime) temporal

inconsistencies in a plan execution.

Algorithm checkHypothesis (see Algorithm 11) is responsible for checking each

plan node information stored in the temporary table Υ (Line 1), i.e., all information

about plans and plan steps recently recognised by SBR. Among these nodes, we should

pay attention to the ones no longer being recognised, because it means their execution

may have finished. Then, we must check if they show some execution time inconsistency

(e.g., a plan was performed faster than its minimum expected duration) or sequence

error (e.g., a plan stopped being recognised without reaching an EXTERNAL node). These

checks are performed by checkP lan (Line 3) described below in Algorithm 12. One the

other hand, a node still being recognised must have its time duration checked to ensure

that its plan step is not taking too long (Line 5).

It is worth noting that the value of t represents the current recognition times-

tamp and the equation t−γ (assuming γ ≥ 1) is the last timestamp where the node ηi was

returned as hypothesis in the plan recognition episode. We use γ to define how many

recognition episodes are required in order to assert that a particular plan has finished or

has been abandoned. In this work, we implement a SBR variant, presented in Avrahami-

Zilberbrand [AZKZ05], allowing the recognition of interleaved plans (i.e., an agent may
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interrupt a plan to execute another, only returning to the remaining plan steps of the

first plan later). To handle interleaving, we limit this time by using γ as a parameter to

determine how many time units (timestamps) can pass between the time when a plan

step was interrupted and the time its execution is resumed.

Algorithm 11 checkHypothesis(∆,Υ, t)

Input: Database ∆, Temporary Table Υ, Timestamp t
1: for each ηi ∈ Υ do
2: if ηi has finished at (t− γ) then
3: checkP lan(ηi,∆,Υ, t)
4: else
5: check if ηi is not taking too long
6: end if
7: end for

The checkP lan method (see Algorithm 12) is responsible for checking each node

η according to its position in a plan sequence, and informing any anomaly in plan execu-

tion to the user. This method receives as input a node η, the database ∆, the temporary

table Υ and the current timestamp t. First, this algorithm finds the TOPLEVEL node η∗

associated with the current node η (i.e., the plan which the current plan step is part).

Knowing the top node associated with the current node is important because before per-

forming any error analysis we must ensure that this top node meets the constraints we

use to check if the plan is actually being performed (Line 2), otherwise we must discard

this hypothesis.

In Algorithm 12, we assume that η has finished in a previous timestamp. In

this case, supposing η as a node (plan step) linked to a plan η∗ that was actually being

performed by the user and correctly recognised by the temporal plan recognition, we

must check its execution time according to node type (Line 4). The case where η is a

TOPLEVEL node (Line 5) indicates that a plan has finished or has been abandoned. Thus,

we need to find an EXTERNAL node ηε associated with η (Line 6), that was performed

by the user, to indicate that all plan steps were carried out. If there is an EXTERNAL

node and it was performed taking more time than its minimum duration (Line 7), we

may consider that the plan was performed successfully and we therefore save/update

all node information associated with this plan in the database ∆ (Line 8). Otherwise,

in case (ηε = null), this plan may have been abandoned by the user or its last step has

failed (e.g., the last step was performed too fast compared with previous executions, so

it probably was not fully completed). In both cases, a message must be sent to the user

(Line 10).

The case where η is an INTERNAL node (Line 12) means that a middle plan step

has finished or has been abandoned, so we must check if this node was performed taking

more time than its minimum duration (Line 13). In the affirmative case, means that η was

completed successfully and the plan went forward to next step but it was not completed
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yet. Otherwise, η took less time than usual, so a message must be sent to the user

warning this possible plan step failure (Line 16).

Finally, when η is an EXTERNAL node (Line 18), this means that a leaf plan step

has finished or has been abandoned. In this work, we consider EXTERNAL nodes as the last

step (activity) which must be completed for a plan to have finished successfully. Thus,

similarly to the INTERNAL case, we must check if the EXTERNAL node was performed tak-

ing more time than its minimum duration (Line 19). A correct node execution indicates

that the plan has finished successfully, otherwise a message must be sent to the user,

because the plan may have been abandoned or failed in this last step (Line 22).

Algorithm 12 checkP lan(η,∆,Υ, t)

Input: Node η, Database ∆, Temporary Table Υ, Timestamp t
1: η∗ ← TOPLEVEL node present in the path of η
2: Lη ← filterHypothesis({η∗},∆,Υ, t)
3: if Lη 6= ∅ then
4: switch type(η) do
5: case TOPLEVEL
6: ηε ← EXTERNAL node of η present in the Υ
7: if (ηε 6= null) ∧ checkTMin(ηε,∆,Υ) then
8: savePath(η, ηε,∆,Υ)
9: else

10: Send message to the user . η might be incomplete
11: end if
12: case INTERNAL
13: if checkTMin(η,∆,Υ) then
14: plan not completed yet
15: else
16: Send message to the user . η may not have finished successfully
17: end if
18: case EXTERNAL
19: if checkTMin(η,∆,Υ) then
20: plan completed successfully
21: else
22: Send message to the user . η may not have finished successfully
23: end if
24: end if

When a plan has carried out as expected, that is, each activity occurred in the

right sequence within the given time intervals, the whole path from top-level plan to leaf

node must be saved/updated in the database ∆. For this purpose, the method savePath

(Algorithm 13) was created, receiving as input a TOPLEVEL node η, an EXTERNAL node

ηε associated with η, the database ∆ and the temporary table Υ. This method finds out

every node ηi belonging to plan path from η through to ηε, saving their execution data in

∆ and deleting them from Υ (Lines 2-6).
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Algorithm 13 savePath(η, ηε,∆,Υ)

Input: Node η, External Node ηε, Database ∆, Temporary Table Υ
1: if type(η) = TOPLEVEL then
2: for each ηi ∈ Υ do
3: if (ηi is a node in the path from η to ηε) then
4: update ηi in the ∆
5: remove ηi from the Υ
6: end if
7: end for
8: end if

A hard problem that plan recognition algorithms faces is how to disambiguate

multiple hypotheses (plans) that are consistent with a sequence of observed user activi-

ties. Therefore, recognition algorithms must be able to overcome the ambiguity inherent

to real environments, due to the amount of sensor activities that several activities have

in common. The SBR algorithm maintains all candidate plans (hypotheses) consistent

with the observations, even though there is only a single hypothesis that is the correct

one. Unfortunately, this number of possible hypotheses can be very large in practice, es-

pecially in environments with few features and many plans available, as we found in our

experiments with a dataset based on real world data. In practice, a plan under execu-

tion is recognised with precision only when all hypotheses but one have been ruled out.

However, returning only one hypothesis can be hard to achieve since SBR may recognise

multiple hypotheses for a long time due to ambiguity in the plan library.

The filterHypotheses method (see Algorithm 14) faces the problem of disam-

biguating many possible hypotheses that are all consistent with the actions of the ob-

served agent. This method aims to reduce the set of possible hypotheses without remov-

ing the correct ones. This algorithm receives as input a hypothesis list Lη (candidate

plans), the database ∆, the temporary table Υ, and the timestamp t. Basically, this

method checks all candidate plans (Lines 2-19) and tries to remove all plans incorrectly

recognised by the plan recognition based on the extra information available to it. Only

TOPLEVEL nodes in the candidate plans are checked (Line 3); other node types are ig-

nored because, necessarily, they will be part of some path associated with one of these

top plans, being kept or removed from the hypotheses set according to the evaluation of

their associated top plan. After certifying ηi as TOPLEVEL node, we try to find an EXTERNAL

node η∗ associated with this top node (Line 4) in the temporary table Υ. Finding this node

is important since it means the plan was performed until the last step, denoting a great

chance that this plan really is being carried out by the user.

Assuming that an EXTERNAL node was found (Line 5), we must check if the plan

is being executed at a suitable time of day. This verification is made by the isOnTime

method (see Algorithm 15), receiving the top plan ηi, the database ∆, and a range value

ϕ as input. This method checks the expected execution time h1 acquired in previous exe-



78

Algorithm 14 filterHypotheses(Lη,∆,Υ, t)
Input: Node List Lη, Database ∆, Temporary Table Υ, Timestamp t
Output: Node List Lηout
1: Lηout ← ∅
2: for each ηi ∈ Lη do
3: if ηi is a TOPLEVEL node then
4: η∗ ← EXTERNAL node of ηi present in the Υ
5: if η∗ 6= null then . ηi has finished at an EXTERNAL node
6: if (isOnTime(ηi,∆, ϕ) ∧ (pathLength(ηi,Υ) > δ)) ∨ isUnique(ηi,Υ) then
7: Lηout ← Lηout ∪ {ηi}
8: end if
9: else

10: if isLongestDuration(ηi,Υ) ∨ isLongestPath(ηi,Υ)
↪→ ∨ isUniqueOnTime(ηi,∆,Υ, ϕ) then

11: Lηout ← Lηout ∪ {ηi}
12: else
13: if isOnTime(ηi,∆, ϕ) ∧ (pathLength(ηi,Υ) > δ)

↪→ ∧ (isLongerPath(ηi,Υ) ∨ isLongerDuration(ηi,Υ)) then
14: Lηout ← Lηout ∪ {ηi}
15: end if
16: end if
17: end if
18: end if
19: end for

cutions and stored in database ∆, against the current time h2. If the difference between

these times is less than or equal to the range ϕ, this means the plan is being performed

at a plausible time (i.e., given the available information it is plausible to assume that the

user might indeed be executing that plan). The value of ϕ is important because, in the

real world, we can find plans usually performed at a determined period of the day (e.g.,

making breakfast). These plans do not have a specific hour, but a range of hours in which

they usually might occur. Based on this, we store the average hour and together with ϕ

value check if a plan was being performed at the expected time. Plans with no specific

execution time (i.e., plans that can be performed at any time of the day) have their time

set as UNDEFINED. It is important to note that, for these plans, isOnTime will always

return true.

Algorithm 15 isOnTime(η,∆, ϕ)

Input: Node η, Database ∆, Range ϕ
Output: A Boolean value β
1: β ← false
2: h1 ← expected execution horary for η stored in ∆
3: h2 ← current execution horary for η
4: if (|h1 − h2| ≤ ϕ) then
5: β ← true
6: end if
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In Algorithm 14, it is further checked the plan path length (i.e., how many plan

steps were completed successfully so far). This value is obtained through the pathLength

method, which traverses the temporary table Υ counting nodes (already completed)

associated with the top-level plan η. The δ value represents the minimum number of

completed plan steps necessary to set a candidate plan as a correct hypothesis. This

constraint is relevant mainly in domains where many plans have UNDEFINED execution

times, so another way to disambiguate a hypothesis set may be useful. It is worth noting

that filterHypotheses tries to disambiguate the candidate plans, but when the recogni-

tion process returns only one plan we assume this hypothesis as correct, independently

of time and path length. This assumption is checked by isUnique method that traverses

Υ checking if η is the unique top-level plan currently being recognised.

When an EXTERNAL node associated with the hypothesis η cannot be found, it

means that this plan has failed or has been abandoned. However, before notifying the

user about this failure or abandonment, we must ensure the plan was actually being per-

formed, i.e., it is not just a false positive. For this purpose several methods are created to

check candidate plans, trying to find some specific property related to each hypothesis.

For instance, the method isLongestDuration checks if η is the hypothesis with the longest

duration in Υ (i.e., checks if η is the node for the plan that has been recognised for the

longest time, compared to other plans in the hypothesis set). On the other hand, the

method isLongestPath checks if η is the hypothesis with the most steps completed so far.

There is also one variation for each of them (both isLongerDuration and isLongerPath)

which take into account only hypotheses that started being recognised at the same node

timestamp or later. This is important because it enables the algorithm to recognise sev-

eral parallel plans regardless the time each one has started to be performed. We can

also check if η is the unique top-level plan at the correct time, returned in the recogni-

tion episode, through the method isUniqueOnTime.

These methods allow multiple plan recognition since they do not focus only on

a single characteristic for plan disambiguation, allowing a more complete, controlled,

and detailed analysis of each plan execution. In addition to that, they help decrease

ambiguity inherent in the recognition process by eliminating hypotheses that do not fit

known domain characteristics.

5.3 Datasets

One of the first publicly available corpora for training and testing plan recogni-

tion systems was The Monroe Corpus created by Blaylock and Allen [BA05] where they

propose the use of an AI planner and Monte Carlo simulation to stochastically gener-

ate synthetic plan corpora [BA05]. This method provides a corpus accurately labelled

with goal and hierarchical plan structure and can be used for any domain. However,
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this method does not create time constraints for each plan execution nor concurrent or

interleaving plans. The increase in studies by several research groups working on smart

homes 1 has led to Activities of Daily Living (ADL) datasets being made publicly avail-

able [FHB+08, WKL+08]. Some relevant smart environment projects with publicly avail-

able datasets include the CASAS testbed at Washington State [RC09], Georgia Tech’s

Aware Home [AM05] and MIT’s House_n [TIL04]. However, there are still very few

publicly available datasets for plan recognition reporting the execution time for each

activity, and providing higher-level information besides the sensors’ state. Furthermore,

most datasets decompose human activities as a sequence of binary sensor activations

and restrict user interaction with a single sensor at time.

Among the datasets surveyed, the files used by Tapia [Mun03] seem to be partic-

ularly interesting for this work because it contains information acquired from sensors in

a simple way (i.e., the data is stored in text format and coma separated values), keeping

the activity duration carried out by the subject through start time and end time for each

activity. In addition, this work presents an analysis of all sequence of activities classi-

fying them into categories and subcategories (high-level representation), i.e., modelling

the dependency between the activities and the corresponding sensors. This dataset was

created by several reed switch sensors [TMIL04] that were installed in two single-person

apartments to gather data about human activity for 14 days. Everyday objects (drawers,

refrigerators, containers, etc.) received these sensors to record activation/deactivation

events from the person performing everyday activities. Both subjects lived alone in one-

bedroom apartments, the first person was a professional 30-year-old woman who spent

free time at home, and the second was an 80-year-old woman who spent most of her

time at home. During the study, the subjects used the context-aware Experience Sam-

pling Method (ESM) to create a detailed record of their activities. Table 5.3 shows the

number of training examples per activity generated by indirect observation, where col-

umn “Subject 1” represents the number of activities performed by 30-year-old woman

and column “Subject 2” refers to 80-year-old woman, respectively. Table 5.4 is part of

Table 5.3 where activities with less than six examples were eliminated.

The text dataset 2 used by Tapia [Mun03] contains three files (sensor.csv, activ-

ities.csv, and activities_data.csv) which contain the data of a specific subject. The file

sensor.csv contains the sensor information in the following format:

Sensor_Id,Location,Object

Table 5.5 shows part of the content stored in the sensors.csv file (e.g., 100,Bathroom,Toilet

Flush 101,Bathroom,Light switch 104,Foyer,Light switch,... ).

1Dwellings equipped with several sensors and actuators able to monitor and adjust home control system
settings in order to provide greater comfort and safety to the inhabitants.

2http://courses.media.mit.edu/2004fall/mas622j/04.projects/home/
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Table 5.3: Complete table of number of examples per activity generated by indirect
observation [Mun03]

Activity Subject 1 Subject 2

Bathing 18 3
Toileting 84 37
Going out to work, 12 -
Preparing lunch 15 21
Preparing dinner 10 14
Preparing breakfast 14 17
Dressing 24 5
Grooming 37 2
Preparing a snack 15 16
Preparing a beverage 15 1
Washing dishes 8 20
Doing laundry 19 -
Cleaning 9 3
Putting away dishes 2 3
Washing hands 1 -
Putting away groceries 2 1
Other 1 2
Watching TV 3 15
Going out for shopping 2 3
Going out for entertainment 1 1
Lawnwork 1 1
Putting away laundry 2 1
Taking medication - 14
Listening to music - 17
Talking on telephone - 4
Working at computer - 5
Home education - 2

Table 5.4: Partial table of number of examples per activity generated by indirect obser-
vation [Mun03]

Activity Subject 1 Subject 2

Preparing dinner 10 14
Preparing lunch 15 21
Listening to music - 17
Taking medication - 14
Toileting 84 37
Preparing breakfast 14 17
Washing dishes 8 20
Preparing a snack 15 16
Watching TV - 15
Bathing 18 -
Going out to work 12 -
Dressing 24 -
Grooming 37 -
Preparing a beverage 15 -
Doing laundry 19 -
Cleaning 9 -
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Table 5.5: Sample of the sensors.cvs file contents

Sensor_Id Location Object
100 Bathroom Toilet Flush
101 Bathroom Light switch
104 Foyer Light switch
105 Kitchen Light switch
106 Kitchen Burner
... ... ...

The file activities.csv contains all the activities analysed, represented as shown

in sequence below:

Heading,Category,Subcategory,Code

Table 5.6 shows part of the content stored in the activities.csv file.

Table 5.6: Sample of the activities.cvs file contents

Heading Category Subcategory Code
Employment related Employment work at home Work at home 1
Employment related Travel employment Going out to work 5
Personal needs Eating Eating 10
Personal needs Personal hygiene Toileting 15
Personal needs Personal hygiene Bathing 20
... ... ... ...

The file activities_data.csv contains the data of the activities as shown in Ta-

ble 5.7 which represents the organisation of that information. An example showing part

of this file is presented in Table 5.8.

Table 5.7: Data organisation in activities_data.csv

activity_label date start_time end_time
sensor1_id sensor2_id ...
sensor1_object sensor2_object ...
sensor1_activation_time sensor2_activation_time ...
sensor1_deactivation_time sensor2_deactivation_time ...

5.4 Temporal Plan Library Generator

The temporal plan library generator is an extension of Plan Library Generator

presented in Section 4.2 aiming to add for each plan step present in the plan library

information about minimum ($t) and maximum ($T ) number of timestamps required to

perform the activity. Table 5.9 shown all parameters available to generate a plan library
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more minimum ($t) and maximum ($T ) number of timestamps (listed in grey highlighted

lines) which make possible to join temporal aspects to plans in the library.

Table 5.9: Parameters available to generate the temporal plan library

Flag Symbol Default Constraints Description

-g $g $g = 3 $g ≥ 1 number of top-level plans
-d $d $d = 4 $d ≥ 1 depth of the plan trees
-b $b $b = 1 1 ≤ $b ≤ $B minimum number of branches
-B $B $B = 3 $b ≤ $B maximum number of branches
-f $f $f = 1 $f ≥ 1 number of features per node
-c $c $c = 2 $c ≥ 1 number of values
-F $F $F = 10 $F ≥ ($d× $f) available values to the features
-s Φ Φ = 0.8 0 ≤ Φ ≤ 1 sequential edges probability
-D Ψ Ψ = 0 0 ≤ Ψ ≤ 1 duplication probability
-t $t $t = 1 $t ≥ 1 minimum number of observations
-T $T $T = 1 $T ≥ $t maximum number of observations
-p path plan_library.xml 〈String〉 output file path

We improved the methods of plan library generator to support temporal fea-

tures. The main changes in this generator are listed in grey highlighted lines in algo-

rithms presented in this section. In method generateTree (Algorithm 16) we added new

parameters as input ($t and $T ) used in the method createBranches (Algorithm 17) re-

sponsible for creating branches for the top-level plan (Line 6).

Algorithm 16 generateTree($g, $d, $b, $B,Φ, $F, $f, $c,Ψ, $t, $T )

Input: Number of top-level plans $g, Depth $d, Minimum number of branches
$b, Maximum number of branches $B, Sequential edges Φ, Number of fea-
tures $F, Number of features per node $f, Feature status $c, Duplication Ψ,
Minimum Timestamp $t, Maximum Timestamp $T

Output: Plan Library Λ
1: ηroot ← create a root node
2: νdup ← $g ×Ψ . number of plans to be duplicated
3: νdist ← $g − νdup . number of distinct top plans
4: Lη ← create νdist top level nodes
5: for each ηi ∈ Lη do

6: ηi ← createBranches(∅, 1, $t, $T )
7: add decomposition node ηi to ηroot
8: end for
9: add νdup duplicated plans to ηroot

10: return Plan Library Λ from ηroot

Algorithm 17 creates plan-step nodes and their respective branches, receiving

as input parameters presented in Algorithm 7 more two new values (tmin and tmax) rep-

resenting, respectively, the minimum and maximum number of timestamps necessary to

perform a plan step. These parameters are used by the method responsible for creat-

ing a new node (Line 10). It is worth noting that tmin and tmax are global parameters,
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Algorithm 17 createBranches(Fp, δ, tmin, tmax)
Input: Parent Features Fp, Current Depth δ, Min Timestamp tmin, Max Timestamp tmax
Output: Branch starting from Node nd
1: β ← number of branches . random number between $b and $B
2: φ← number of sequential edges . Φ percent of β
3: F ← random set of features . F ∩ Fp = ∅ and |F| ≥ $f
4: if Fp 6= ∅ then
5: F ← F ∪ Fp
6: T ← [tmin; tmax]
7: else
8: T ← an integer sub-interval of [tmin; tmax] chosen randomly
9: end if

10: η ← new node at depth δ, feature set F and timestamp interval T
11: if δ = $d then
12: return Node η
13: end if
14: for i = 0 to φ do
15: ηi ← createBranches(∅, δ + 1, $t, $T )
16: add sequential child node ηi to η
17: end for
18: for i = 0 to (β − φ) do
19: ηi ← createBranches(F , δ + 1,min(T ),max(T ))
20: add decomposition child node ηi to η
21: end for
22: return Node η

thus when the algorithm creates a new node (plan step), values between the interval

[tmin,tmax] are randomly generated to determine the minimum and maximum timestamps

specific to the new node. So, each plan step in the plan library tends to present different

intervals of timestamps execution, however, decomposition nodes inherit the interval

of timestamps of their parent (Line 6). The algorithm also creates all sequential and

decomposition branches recursively passing tmin and tmax values (Lines 14 and 21).

5.5 Temporal Input Set Generation

The algorithms developed to represent the architecture presented in Section 5.1

demand a dataset containing information about task execution time, temporal relation

between nodes, observations with multiples features as well as making possible features

multivalued. Public datasets with all these peculiarities are extremely hard to find, so

we developed a temporal plan library generator (Section 5.4) and we improved the input

set generator (Section 4.3) to support temporal plan libraries to build observations set.

In experiments, we must get the same features set repeatedly to simulate plan

step duration. This information is present in temporal plan library, so we adapted the
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method presented in Algorithm 18 to get observations from a library, taking into account

information about plan step duration (tmin and tmax). Thus, the algorithm generates a

random number based on these two values (Lines 5 and 17) defining how many times

the features will be repeated in the observations set (Lines 6-8 and 18-20) to simulate

the activity duration.

Algorithm 18 getObservations(η)

Input: Node η
Output: Observations Sequence List obs
1: obs← ∅
2: Lβ ← child nodes of η
3: if Lβ = ∅ then
4: o← observation of η
5: t← random timestamp from [tmin; tmax] of η

6: for i = 0 to t do
7: add o to obs
8: end for
9: return obs

10: end if
11: η∗ ← random node from Lβ
12: if η∗ is a decomposition child of η then
13: o← observations of η∗

14: add o to obs
15: else
16: o← getPrevObs(η)

17: t← random timestamp from [tmin; tmax] of η

18: for i = 0 to t do
19: add o to obs
20: end for
21: o∗ ← getObservations(η∗)
22: add o∗ to obs
23: end if
24: return obs

Final Remarks

In this chapter, we presented an overview of the temporal multiple-plan recogni-

tion architecture developed to deal with ambiguous and concurrent plans. We extended

the SBR algorithm to disambiguate hypotheses based on information about time of day

and duration of each plan execution acquired in previous episodes, apart from monitor-

ing temporal errors in plan execution. We also described the dataset used to evaluate

our recogniser approach. This dataset contains information about the activity duration

carried out by the subject including start and end time, besides presenting a high-level
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representation of all sequences of activities. The temporal plan library generator builds

plan libraries based on given parameters and information about the minimum and the

maximum number of timestamps required to perform the activity, which made it possible

to include temporal aspects to plans in the library. The temporal input generator creates

sequences of observations based on this temporal plan library. In Chapter 6, we evaluate

SBR and PEC performances using both real and generated datasets.
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6. EVALUATION

To evaluate Symbolic Behaviour Recognition (SBR) and Plan Execution Con-

troller (PEC) performance, we used the real data collected by Tapia [Mun03], earlier

presented in Section 5.3. In addition, we also performed experiments based on gener-

ated multiple temporal plan libraries using the Temporal Plan Library Generator (Sec-

tion 5.4) alternating several parameters and getting temporal sequence of observations

from these libraries through the Temporal Input Set Generator (Section 5.5). Several

experiments were carried out in real and generated datasets in order to evaluate and

compare the performances between SBR and PEC. Thus, for each dataset were per-

formed 1000 complete recognition process 1 in plans chosen randomly. All experiments

were conducted on a Dell Server with processor Intel® Xeon® E3-1220 v5 @ 3.00GHz ×
4, graphic Gallium 0.4 on llvmpipe (LLVM 3.8, 256 bits), and 7.6 GiB of memory running

Ubuntu 16.04.2 LTS 64-bit as base system.

6.1 Basic Evaluation Measures

In this section, we talk about evaluation metrics used to analyse results of the

plan recognition performance between SBR and PEC. The PEC filter component can be

evaluated as a binary classifier, because in a way it “labels” hypothesis as positive (i.e.,

plans actually being performed by the user) and negative (i.e., plans that are not being

performed by the user). We also evaluate SBR hypotheses using these measures, since

this recogniser either “labels” plans as positive and negative. That is, every hypothesis

matching actions sequence performed by the user are classified as positive while all

other plans (present in the plan library) are classified as negative (i.e., SBR deems that

those plans are not being currently executed by the user).

In binary decision problems, a classifier divides the dataset into two groups,

producing output with two class values for given input data. The classifier then predicts

all data instances as either Positive (P) or Negative (N). This classification produces

four types of outcome:

• True Positives (TP): are instances correctly classified as positive, in other words,

in our context they refer to all cases where the algorithm recognised a plan that

was really being performed by the user (i.e., predicted positive, actual positive);

• True Negatives (TN): are instances correctly classified as negative, that is, all

cases where the algorithm did not recognise a plan as a potential candidate and in

1We consider a complete recognition process when all steps of a plan are performed successfully.
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fact that plan was not being performed by the user (i.e., predicted negative, actual

negative);

• False Positives (FP): are negative instances incorrectly classified as positive, i.e.,

all cases where the algorithm recognised a plan that was not being performed by

the user (“Type I error” – predicted positive, actual negative);

• False Negatives (FN): are positive instances incorrectly classified as negative,

i.e., all cases where the algorithm did not recognise a plan which was being per-

formed by the user (“Type II error” – predicted negative, actual positive).

These four outcomes are tabulated in a two by two (2 × 2) table called Con-

fusion Matrix [Pow11] (Table 6.1). Thus, the decision made by the recogniser can be

represented in this table used for calculating all basic evaluation measures of binary

classification [BBF15]. We use these metrics for measuring the performance of plan

recognition algorithms, comparing the SBR and PEC results through several recognition

episodes.

Actual
P N

P TP
FP

Type I error

P
re

d
ic

te
d

N
FN

Type II error
TN

Table 6.1: Confusion matrix

The measures most utilised in this study are precision (PPV), recall (TPR), F1

score, accuracy (ACC) [BBC+00], and false positive rate (FPR). Other basic evaluation

measures are also calculated, such as Matthews correlation coefficient (MCC) [Mat75,

LCY+15], error rate (ERR), true negative rate (TNR), false negative rate (FNR), negative

predictive value (NPV), false discovery rate (FDR), and false omission rate (FOR). In the

following, we briefly summarise these measures and their formulas.

• Positive Predictive Value (PPV): also known as Precision, denotes the proportion

of instances predicted as positive that are actually positive instances (i.e., the pre-

diction was correct). It is determined by Equation 6.1, calculated as the number of

true positives (TP) divided by the total number of positives predictions (TP + FP).

The best PPV is 1, whereas the worst is 0.

PPV =
TP

TP + FP
(6.1)
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• True Positive Rate (TPR): also known as Recall, Sensitivity, and Detection Prob-

ability, is the proportion of true positive instances that are correctly predicted as

positive. It is defined in Equation 6.2 using the number of true positives (TP) di-

vided by the total number of positives (TP + FN). The best TPR is 1, whereas the

worst is 0.

TPR =
TP

TP + FN
(6.2)

• True Negative Rate (TNR): also known as Specificity, is the proportion of nega-

tive instances that are correctly predicted negative. It is calculated (Equation 6.3)

using the number of true negatives (TN) divided by the total number of negatives

(N). The best TNR is 1, whereas the worst is 0.

TNR =
TN

N
=

TN

TN + FP
(6.3)

• Negative Predictive Value (NPV): is the proportion of negatives instances that

really are true negatives. It is defined in Equation 6.4 as the number of true nega-

tives (TN) divided by the total number of negative predictions (TN + FN). The best

NPV is 1, whereas the worst is 0.

NPV =
TN

TN + FN
(6.4)

• False Negative Rate (FNR): also known as Miss Rate, is the proportion of posi-

tives (P) that are predicted as negative (N). Defined in Equation 6.5 is the comple-

ment of true positive rate (TPR). The best FNR is 0, whereas the worst is 1.

FNR =
FN

P
=

FN

FN + TP
= 1−TPR (6.5)

• False Positive Rate (FPR): also known as the Fall-out, is the complement of the

true negative rate (TNR), i.e., the proportion of negatives (N) that are incorrectly

classified as positive (P). Defined in Equation 6.6, it is calculated as the number of

false positives (FP) divided by the total number of negatives (N). The best FPR is 0,

whereas the worst is 1.
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FPR =
FP

N
=

FP

FP + TN
= 1−TNR (6.6)

• False Discovery Rate (FDR): is the complement of positive prediction value (PPV),

i.e., the proportion of false positives in the set of positive predictions. Defined in

Equation 6.7 as the number of false positives (FP) divided by the total number of

positives predictions (FP + TP). The best FDR is 0, whereas the worst is 1.

FDR =
FP

FP + TP
= 1−PPV (6.7)

• False Omission Rate (FOR): is the complement of negative predictive value (NPV),

representing the proportions of negative instances that are false negatives. Defined

in Equation 6.4 as the number of false negatives (FN) divided by the total number

of negative predictions (FN + TN). The best FOR is 0, whereas the worst is 1.

FOR =
FN

FN + TN
= 1−NPV (6.8)

• Accuracy (ACC): is the fraction of predictions that are correct, represented in

Equation 6.9 as the number of all correct predictions (TP + TN) divided by the total

size of the dataset (P + N). The best ACC is 1, whereas the worst is 0.

ACC =
TP + TN

P + N
=

TP + TN

TP + TN + FP + FN
(6.9)

• F1 score: is a harmonic mean of precision (PPV) and recall (TPR) balancing PPV

and TPR equally and reducing them to Equation 6.10.

F1 = 2× PPV ×TPR

PPV + TPR
(6.10)

• Matthews Correlation Coefficient (MCC): is essentially the correlation coeffi-

cient calculated, as presented in Equation 6.11, using all four values in the confu-

sion matrix. It will return a value range in -1 to 1. The value of correlation coeffi-

cient -1 represents a classification that is always wrong, the value 0 represents an

classification no better than random, and 1 when it is always correct.
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MCC =
TP×TN− FP× FN√

(TP + FN)(TN + FP)(TP + FP)(TN + FN)
(6.11)

• Error Rate (ERR) is the probability that the recogniser will incorrectly recognise

an instance. Described in Equation 6.12 as the number of all incorrect predictions

(FP + FN) divided by the total number of the dataset (TP + TN + FP + FN). Ideal

performance is achieved (i.e., the error rate is zero) when FN and FP are both zero.

ERR =
FP + FN

TP + TN + FP + FN
(6.12)

These metrics can help us understand how a plan recognition algorithm per-

forms. Moreover, we also use some plots to provide graphical representations because

they are visually appealing and provide an overview of a recogniser performance across

a wide range of specificities. The graphs used in this work are the Receiver Operat-

ing Characteristics (ROC space) [Faw06], Precision-Recall (PR space) [DG06] and Box-

plot [MTL78].

• Receiver Operating Characteristics (ROC space): displays the variance be-

tween the number of instances correctly classified as positive (P) and the number

of instances incorrectly classified as negative (N). The goal in ROC space is to reach

as close to the top left corner as possible. In ROC space, one plots the true positive

rate (TPR) on the y-axis and the false positive rate (FPR) on the x-axis. Thus, the

y-axis measures the proportion of positive examples that are correctly classified

and the x-axis measures the proportion of negative examples that are incorrectly

classified as positive.

• Precision-Recall (PR space): shows precision values (PPV) for corresponding

recall values (TPR). PR space plots the precision (PPV) on the y-axis and recall

(TPR) on the x-axis. Thus, y-axis measures the proportion of instances classified

as positive that are really positive whereas the x-axis measures the proportion of

positive examples that are correctly classified. The goal in PR space is to reach as

close to the top right corner as possible. These plots are recommended for datasets

with large class imbalances.

• Boxplot: displays batches of data, using the follow values from a set of data: the

median, the upper and lower hinges (quartiles), and the extremes [MTL78]. These

plots are preferred over the mean and standard deviation for samples with ex-

treme outliers and for population distributions that are asymmetric or irregularly
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shaped [KA14]. Therefore, they are particularly useful for comparing distributions

between several groups or sets of data, besides taking up less space. The skewness

and the degree of dispersion in the data are indicated by the spacing between the

different parts of the box.

6.2 Plan sequence and set of observations

In this work, we evaluate the recogniser every time a plan went to next step.

Then, in the end of the recognition process, we compute the average result for metrics

presented in Section 6.1 based on recogniser results obtained throughout this recogni-

tion process. Before introducing how we get observations to recognition episodes, it is

essential to understand that plan steps can occur in complex combinations. In the real

world, plans can happen sequentially, in parallel, or interleaved.

Sequential plans — plans that do not occur at the same time and do not overlap

with one another. That is, plans that happen consecutively, one after another (e.g.,

in Figure 6.1, plan A followed by plan B).

Timestamp

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Plan A Step 1 Step 2 Step 3

Plan B Step 1 Step 2 Step 3

start A end A / start B end B

Figure 6.1: Example of sequential plans.

Parallel plans — plans that can be carried out simultaneously. In this work, we

consider parallel activities as being in progress simultaneously but not necessarily

involving full user’s attention/interaction at the same timestamp, such as watching

TV and using the microwave. In Figure 6.2, plan B is parallel to plan A as from

timestamp 6.

Timestamp

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Plan A Step 1 Step 2 Step 3 Step 4

Plan B Step 1 Step 2 Step 3

start A start B end A end B

Figure 6.2: Example of parallel plans.
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Interleaved plans — plans that the user switch between the execution of their plan

steps within brief periods of time. Supposing the user is performing two plans, at

each timestamp only one plan is identified as involving direct user interaction. The

other plan at that timestamp is on hold, waiting for the user to return to its plan

step currently in progress, that is, the plan has been started but not yet finished

by the user. The main difference between sequential and interleaved plans is that

user can return to finish one of the plan steps several times. In Figure 6.3, plans A

and B are examples of interleaved plans.

Timestamp

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Plan A Step 1 Step 1 Step 2

Plan B Step 1 Step 1 Step 2

start A start B end B end A

Figure 6.3: Example of interleaved plans.

Our temporal plan recognition aims to handle all these ways of performing mul-

tiples plans. Therefore, we carried out several simulations with one or more plans being

executed at the same time. So we can evaluate the plan recogniser (SBR and PEC) each

time the set of observations changes, that is, when a plan step starts or ends we check

the plan(s) returned as hypotheses by the recogniser to evaluate its performance.

Figure 6.4 shows an example of three plans (A, B, and C) performed in parallel.

Each blue number in parenthesis represents a recognition episode, i.e., moments where

the set of observations has changed. Thus, until the episode (1) only plan A was being

performed, however, from now another plan has started and hence the recogniser must

return also plan B as hypothesis. In episode (2), the set of observation has changed

because B went on to its next activity (step 2). In this case, observations from the

current step of A (step 2) remain the same but observations of step 1 of B are dropped

and replaced by observations of step 2. In episode (3), another plan starts execution

(plan C); from that moment and until episode (7) the user is performing three plans in

parallel. We can see that there exists three episodes altering the observation set within

that time interval. First, in episode (4) where plans A and C went to next step. Second,

in the episode (5) when plans B and C went to next step and finally in the episode (6)

where only plan A altered the set of observations. In all these episodes, ideally the

plan recogniser should return these three plans as hypotheses and only these ones. The

last episode (8) occurred in timestamp 19, representing the end of plans A and B, and

consequently of the recognition process.
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We call recognition process a particular simulation when a certain number of

plans might be executed, possibly in parallel or interleaving. We call recognition episode

each of the changes in observations within a recognition process.

Timestamp

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Plan A Step 1 Step 2 Step 3 Step 4

Plan B Step 1 Step 2 Step 3

Plan C Step 1 Step 2 Step 3

(1) (2) (3) (4) (5) (6) (7) (8)

Figure 6.4: Example of a recognition process with various recognition episodes.

It is worth noting that we consider observations returned at each timestamp.

Thus, for example, in Figure 6.4, the interval between timestamps 2 and 4 has three

observation events returning the same set of observations formed by features (and their

respective status) associated with the first step execution of plan A. At timestamp 5 two

events happen to modify the set of observations, the plan A went to next step and plan

B started. At the moments when the set of observation change, we evaluate the plan

recognition algorithms (SBR and PEC) assuming as input the previous set of observa-

tions (in this case, the observations associated with the first step of A) and we compute

the values for each of the metrics listed in Section 6.1 according to the hypotheses re-

turned by the plan recogniser. This evaluation method is performed until the recognition

process has finished. Thereupon, we compute the average for each metric acquired dur-

ing the entire recognition process; that way, the recogniser performance is computed

taking into account each step performed in the plan(s) execution. For example, suppose

a user performing the example presented in Figure 6.4 and the precision (PPV) metric

being calculated. In this case, for all eight recognition episodes 2 we calculate precision

using the hypotheses returned by the recogniser. Then, in the end of recognition pro-

cess, we compute the average precision using the eight precision values obtained during

the recognition process. This way of evaluating performance allows us to check which

recogniser is most efficient considering the entire recognition process.

6.3 Using a real-world dataset

In this work, we use the dataset files presented in Tapia [Mun03] where data

is stored in CSV files in text format, presenting temporal information (e.g., start and

2Changes in the set of observations, i.e., episodes, are represented by blue numbers in parenthesis in
Figure 6.4.
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end time) about each activity performed by the subject. Besides, showing the sequence

of activities related to the corresponding sequence of sensors activation. The dataset

content was previously explained in Section 5.3, then in this section we focus on how a

plan library is generated from this data.

As explained previously, we use the file activities_data.csv related with the sub-

ject to extract information required to generate a plan library. Table 6.2 shows data

organisation in this file and an example of values representing its content. Based on this

example we explain how dataset elements are used to generate a plan library.

Table 6.2: Example of data organisation and content in activities_data.csv

activity_label date start_time end_time
sensor1_id sensor2_id ...
sensor1_object sensor2_object ...
sensor1_activation_time sensor2_activation_time ...
sensor1_deactivation_time sensor2_deactivation_time ...

Preparing breakfast 3/27/2003 6:50:8 6:57:56
80 143 55 ...
Cabinet Microwave Cabinet ...
6:51:43 6:54:9 6:54:16 ...
6:51:46 13:7:43 6:54:19 ...

In Table 6.2 grey highlight line are elements used to create top-level plans, that

is, activity_label is used to generate “id” and “label” for a plan/goal (e.g., top plan id and

label will be “Preparing_breakfast” ) while start_time and end_time are used to figure

out the time of day the activity is usually performed. The other lines contain information

to create plan steps, in this case, each column represents a plan step and consequently,

the sum of columns is the number of steps needed to complete the plan path execution.

Considering the first column representing the first plan step, sensor1_id is used together

with activity_label to generate the plan step “id”. For instance, Table 6.2 first column,

the plan step id will be Preparing_breakfast_80, next column, the second plan step id will

be Preparing_breakfast_80_143, and so on. This method to generate “ids” is important

to ensure a unique “id” for each plan step in a plan sequence.

The plan step label assumes the same sensor_object name (e.g., Cabinet, Mi-

crowave, etc.). It is worth noting that, dataset elements may have equal labels to dif-

ferent objects, according to columns one and three in Table 6.2, despite the same name

(label) they represent distinct objects. Wherefore, we use sensor_id also as feature

name to ensure a feature observation associated only with a specific object activation.

The last two lines contain the plan step time information, so through the values of sen-

sor_activation_time and sensor_deactivation_time we calculate plan step duration (e.g.,

Table 6.2 first column, the subject interacted with Cabinet for 3 seconds). The minimum

and maximum plan step duration are acquired by travelling the table column, finding
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plan steps with the same “id” and comparing the duration among each one to find the

plan step minimum and maximum duration.

It is important to emphasise two points about generating a plan library from

datasets. First, sensor_deactivation_time may not exceed the end_time. Whenever this

occurs, we just consider sensor_deactivation_time assuming the same value of end_time.

For example, in Table 6.2 the microwave only finish its execution (13:7:43) long after the

plan end_time (6:57:56), in this case, sensor_deactivation_time will receive the value

of end_time. Second, when current sensor_deactivation_time is greater than next step

sensor_activation_time means that current object sensor keeps activated on next plan

step. Then, current plan step feature will be required to enable recognition of next

plan step, that way, current feature is associated with every next step presenting sen-

sor_activation_time smaller than current step sensor_deactivation_time. For instance,

according to Table 6.2, the microwave remains active for all next steps until the plan

ended, so, the microwave status becomes a feature replicated in all next steps.

In this work, PEC components try to define the time of day an activity is usually

performed, aiming to use this information to disambiguate hypotheses returned by SBR.

Equation 5.1 is used to estimate this time, where the greater the number of times the

plan was performed the greater the precision of this value. As previously explained, we

store the number of times an activity has been successfully executed, identified as nupd

(number of updates) in database. In these experiments, nupd represents how many

times all paths for each plan was performed before the simulation start. This training

stage is important to learn time information about each activity, such as minimum and

maximum duration, besides the time of the day a plan usually happen.

Before analysing experiments results is important to emphasise we use two

datasets storing sequences of activities performed by two different people (subject one

and subject two) presented in Tapia [Mun03]. In this work, we called Partial the dataset

where activities with less than six examples were eliminated. The number of examples

per activity for each subject in partial dataset is shown in Table 5.4. The entire dataset

was used in experiments, in this case, we called Complete dataset. The number of ex-

amples per activity for each subject in complete dataset is shown in Table 5.3.

It is worth noting that, to generate temporal plan libraries from a real dataset,

first an average start time for each activity is calculated using all examples in dataset.

After that, we check if some example of this activity has start_time outside the maximum

range ϕ in relation to average start time. Thus, if some example is outside the range

ϕ, then we tag activity hour as UNDEFINED. Otherwise, the activity hour is defined and

receives average start time as its value in the temporal plan library. Another important

point is that parallel plans must have similar activity hour, respecting the maximum

time range ϕ among their hour. Only plans with their hour tagged as UNDEFINED can
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be selected to perform in parallel with any other plan, in short, plans must be selected

according to their hour.

In the experiments, we evaluate SBR and PEC performance in several datasets

(real and generated) through different evaluation metrics. For each dataset, we per-

formed 1000 complete recognition process in plan(s) chosen randomly. At the end of

simulation, we compute mean for each evaluation metric and Mean Absolute Deviation

(MAD) [Ami12] for some basic metrics. The MAD is a measure of dispersion that cal-

culates how much the values in the dataset are likely to differ from their mean. The

absolute value is used to avoid deviations with opposite signs cancelling each other out.

The MAD is calculated using the following formula:

MAD =
1

n

n∑
i=1

|xi + x̄| (6.13)

where n is the number of observed values, x̄ is the mean of the observed values and xi

are the individual values.

In this work, P is the number of parallel plans being performed by the subject,

for example, P = 1 means the subject is performing a single plan, while P > 1 means

the subject is performing P plans at the same time. The minimum path length δ is the

minimum number of completed plan steps required for PEC to consider a candidate plan

as a correct hypothesis. The next tables show mean (Mean) and mean absolute deviation

(MAD) to the following evaluation metrics: precision (PPV), recall (TPR), F1 score, accu-

racy (ACC) and false positive rate (FPR), besides the average time in nanoseconds (Time

(ns)) to return the hypothesis set at each recognition episode.

6.4 Simulation results for subject one

The partial dataset of subject one contains the sequence of activities performed

by a professional 30-year-old woman who spends free time at home, living alone in one-

bedroom apartment in which were installed 77 state-change sensors collecting data for

two weeks. In the partial dataset there are 13 top-level plans (see Table 5.4) presenting

more than six execution paths with length varying from 1 to 88, i.e., some plans are

completed in a single plan step while others take up to 88 steps. The number of available

features is equal the number of sensors present in apartment. In this case 77 features are

available but they are not multi-valued, assuming only one value (’on’) when activated,

however, multiple features can appear in the same node in the plan library.

Tables 6.3 and 6.4 show simulation results for PEC and SBR performances, re-

spectively, using subject one partial dataset with most plans tagged as undefined hour.

Among all plans only “going out to work”, “preparing lunch”, “preparing dinner” and
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“preparing breakfast” present a defined time of day to be executed. In Table 6.3, we ob-

serve that the greater the number of parallel plans P the worse is the PEC performance.

Just because many plans performing in parallel tend to increase ambiguity during recog-

nition process making harder to the recogniser returns only plans that are actually be-

ing carried out. So, precision, recall and accuracy tend to present smaller values as the

number of parallel plans increases in PEC algorithm. On the other hand, when minimum

path length δ increases the PEC precision improve, showing that PEC algorithm presents

other ways to disambiguate hypotheses set in addition to temporal constraints. When δ

increases means the recogniser will wait for at least δ plan steps performed to consider

this plan a candidate. So, plans at first steps probably will not be returned as hypothesis,

which may decrease recall but increase precision significantly (Figure 6.6).

It’s worth noting that, as presented in Table 6.4, in the experiments SBR algo-

rithm will always return all plan(s) being performed by the subject, so its recall always

will be equal to 1, but precision tend to be smaller compared with PEC algorithm. In this

case, only recall and execution time are better than PEC performance. Therefore, even

in a real domain where most plans do not have a defined hour, containing plans with few

steps and allowing parallel plans, our approach had better performance than SBR.

Table 6.3: PEC, subject one, partial dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.667 | 0.191 0.776 | 0.151 0.685 | 0.126 0.929 | 0.034 0.058 | 0.040 1218761
2 0.757 | 0.185 0.776 | 0.153 0.743 | 0.131 0.947 | 0.030 0.039 | 0.032 1255830
3 0.886 | 0.144 0.719 | 0.215 0.816 | 0.121 0.965 | 0.024 0.014 | 0.019 1234891

2
1 0.577 | 0.141 0.753 | 0.130 0.635 | 0.109 0.858 | 0.055 0.127 | 0.061 1550325
2 0.693 | 0.162 0.719 | 0.127 0.687 | 0.113 0.893 | 0.046 0.081 | 0.050 1541240
3 0.844 | 0.152 0.684 | 0.137 0.741 | 0.118 0.929 | 0.034 0.033 | 0.033 1555201

3
1 0.554 | 0.118 0.714 | 0.125 0.611 | 0.098 0.796 | 0.063 0.189 | 0.072 1784764
2 0.659 | 0.137 0.683 | 0.115 0.657 | 0.100 0.838 | 0.058 0.129 | 0.065 1744339
3 0.823 | 0.137 0.623 | 0.107 0.696 | 0.096 0.885 | 0.041 0.054 | 0.043 1741836

Table 6.4: SBR, subject one, partial dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.229 | 0.075 1.000 | 0.000 0.363 | 0.094 0.623 | 0.101 0.408 | 0.109 122224
2 0.227 | 0.073 1.000 | 0.000 0.361 | 0.092 0.621 | 0.096 0.410 | 0.104 109289
3 0.228 | 0.076 1.000 | 0.000 0.362 | 0.096 0.620 | 0.103 0.412 | 0.112 120262

2
1 0.261 | 0.056 1.000 | 0.000 0.409 | 0.069 0.544 | 0.091 0.529 | 0.108 241589
2 0.262 | 0.054 1.000 | 0.000 0.411 | 0.067 0.549 | 0.085 0.523 | 0.101 229600
3 0.262 | 0.055 1.000 | 0.000 0.411 | 0.067 0.552 | 0.089 0.520 | 0.105 212811

3
1 0.310 | 0.045 1.000 | 0.000 0.471 | 0.052 0.517 | 0.073 0.608 | 0.096 367108
2 0.311 | 0.047 1.000 | 0.000 0.471 | 0.053 0.521 | 0.073 0.602 | 0.095 337625
3 0.315 | 0.046 1.000 | 0.000 0.476 | 0.053 0.526 | 0.074 0.596 | 0.096 357386

Tables 6.5 and 6.6 show simulation results for PEC and SBR performances,

using subject one partial dataset with all plans presenting a defined time of day to be ex-

ecuted. In Table 6.5, PEC presents similar behaviour to Table 6.3 in relation to variation
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in both values P and δ. However, presenting better performance in all metrics evaluated,

showing that our approach is most adequate for domains where activities have a defined

hour to perform. The SBR performance does not change by alternating δ value because

this path length constraint is only used by PEC algorithm. In Table 6.6, SBR presents

worse performance than PEC in most evaluation metrics (except recall). Thus, even with

recall equal to 1, SBR harmonic mean of precision and recall (F1 score) presents lower

values when compared to PEC.

Table 6.5: PEC, subject one, partial dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.947 | 0.079 0.936 | 0.090 0.933 | 0.083 0.987 | 0.015 0.008 | 0.012 1086986
2 0.962 | 0.060 0.912 | 0.124 0.939 | 0.078 0.988 | 0.015 0.005 | 0.009 1070132
3 0.964 | 0.061 0.877 | 0.160 0.912 | 0.107 0.986 | 0.016 0.005 | 0.008 1173837

2
1 0.913 | 0.103 0.835 | 0.154 0.862 | 0.123 0.964 | 0.033 0.017 | 0.020 1278743
2 0.929 | 0.094 0.812 | 0.171 0.860 | 0.129 0.965 | 0.033 0.013 | 0.017 1288032
3 0.943 | 0.086 0.750 | 0.182 0.828 | 0.133 0.963 | 0.029 0.010 | 0.015 1336397

3
1 0.906 | 0.111 0.833 | 0.150 0.857 | 0.125 0.963 | 0.035 0.019 | 0.023 1276504
2 0.918 | 0.105 0.803 | 0.175 0.854 | 0.131 0.962 | 0.036 0.015 | 0.020 1316860
3 0.946 | 0.082 0.764 | 0.182 0.841 | 0.130 0.964 | 0.030 0.010 | 0.016 1310149

Table 6.6: SBR, subject one, partial dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.233 | 0.079 1.000 | 0.000 0.367 | 0.099 0.621 | 0.104 0.410 | 0.113 120488
2 0.233 | 0.078 1.000 | 0.000 0.367 | 0.098 0.622 | 0.108 0.410 | 0.117 113739
3 0.233 | 0.082 1.000 | 0.000 0.366 | 0.102 0.622 | 0.106 0.410 | 0.114 119907

2
1 0.247 | 0.064 1.000 | 0.000 0.388 | 0.079 0.582 | 0.100 0.471 | 0.120 181259
2 0.247 | 0.064 1.000 | 0.000 0.389 | 0.080 0.579 | 0.099 0.475 | 0.119 205456
3 0.244 | 0.067 1.000 | 0.000 0.383 | 0.083 0.573 | 0.102 0.481 | 0.123 200268

3
1 0.246 | 0.065 1.000 | 0.000 0.388 | 0.081 0.580 | 0.101 0.473 | 0.120 192238
2 0.249 | 0.067 1.000 | 0.000 0.390 | 0.082 0.576 | 0.103 0.480 | 0.125 204341
3 0.248 | 0.064 1.000 | 0.000 0.391 | 0.080 0.583 | 0.104 0.470 | 0.124 194751

The simulation results (Mean and MAD) for subject one using complete dataset

with most plans tagged as undefined hour are shown in Tables A.1 and A.2. The results

for this dataset with all plans presenting a defined hour are shown in Tables A.3 and A.4.

The tables showing the average mean for each evaluation measures (PPV, TPR, F1 score,

ACC, ERR, MCC, FPR, TNR, FNR, NPV, FDR and FOR) computed in these experiments

using subject one dataset are in Appendix A.

6.5 Simulation results for subject two

The complete dataset of subject two contains the sequence of activities per-

formed by an 80-year-old woman who spent most of her time at home, living alone in
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Figure 6.6: Boxplot graphs comparing SBR and PEC precision performance switching
path length (δ) for subject one using partial dataset.
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one-bedroom apartment in which were installed 84 state-change sensors collecting data

for 14 days. In the complete dataset there are 208 execution paths distributed among

24 top-level plans (see Table 5.3) with length varying from 1 to 50.

Tables 6.7 and 6.8 show simulation results for PEC and SBR performances using

subject two complete dataset with most plans tagged as undefined hour. Among all plans

only “preparing lunch”, “preparing dinner” and “preparing breakfast” present a defined

time of day to be executed and more than six execution paths. Other plans with defined

hour have less than six execution paths, as “Bathing” and “Going out for shopping”

have 3 execution paths each one, “Other” and “Grooming” with 2 paths, and “Going out

for entertainment”, “Lawnwork”, “Preparing a beverage”, “Putting away laundry”, and

“Putting away groceries” have only a single execution path. Although half of plans have

defined hour, the number of execution paths with defined hour still is small.

In Table 6.7, we note a sharp decrease in recall values when δ increase com-

pared to subject one with undefined hour (Table 6.3). The recall decrease may be be-

cause this dataset has 69 plans with less than three steps, that is, the dataset has many

short plans. Thus, in this case, plans with less than three steps may be ignored as a

valid hypothesis by PEC algorithm when δ > 1 causing the recall decrease. Even in

a dataset presenting many plans with an undefined hour and short paths, PEC results

remain better than SBR comparing Tables 6.7 and 6.8.

Table 6.7: PEC, subject two, complete dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.661 | 0.257 0.779 | 0.182 0.687 | 0.187 0.960 | 0.027 0.032 | 0.026 1600281
2 0.785 | 0.219 0.689 | 0.229 0.731 | 0.150 0.970 | 0.019 0.018 | 0.020 1585851
3 0.871 | 0.154 0.597 | 0.336 0.810 | 0.132 0.977 | 0.015 0.007 | 0.009 1554901

2
1 0.505 | 0.175 0.743 | 0.142 0.578 | 0.143 0.901 | 0.047 0.088 | 0.049 1975257
2 0.686 | 0.204 0.697 | 0.151 0.663 | 0.133 0.937 | 0.032 0.045 | 0.035 1935193
3 0.792 | 0.173 0.595 | 0.209 0.666 | 0.152 0.951 | 0.021 0.022 | 0.020 2039119

3
1 0.462 | 0.129 0.739 | 0.118 0.552 | 0.108 0.852 | 0.055 0.140 | 0.062 2317015
2 0.594 | 0.151 0.696 | 0.119 0.619 | 0.103 0.894 | 0.040 0.087 | 0.045 2315691
3 0.750 | 0.161 0.548 | 0.153 0.608 | 0.121 0.920 | 0.027 0.039 | 0.029 2293678

Table 6.8: SBR, subject two, complete dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.248 | 0.132 1.000 | 0.000 0.370 | 0.153 0.755 | 0.086 0.256 | 0.090 203249
2 0.239 | 0.126 1.000 | 0.000 0.361 | 0.148 0.753 | 0.088 0.258 | 0.092 222329
3 0.237 | 0.124 1.000 | 0.000 0.359 | 0.147 0.749 | 0.087 0.262 | 0.091 726215

2
1 0.227 | 0.070 1.000 | 0.000 0.360 | 0.087 0.679 | 0.073 0.346 | 0.079 479012
2 0.237 | 0.080 1.000 | 0.000 0.371 | 0.097 0.685 | 0.077 0.340 | 0.084 480977
3 0.227 | 0.071 1.000 | 0.000 0.360 | 0.088 0.675 | 0.073 0.350 | 0.080 519392

3
1 0.245 | 0.051 1.000 | 0.000 0.389 | 0.064 0.637 | 0.060 0.407 | 0.068 782808
2 0.246 | 0.052 1.000 | 0.000 0.390 | 0.064 0.635 | 0.060 0.409 | 0.068 845159
3 0.246 | 0.050 1.000 | 0.000 0.390 | 0.062 0.639 | 0.060 0.405 | 0.068 829582
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Tables 6.9 and 6.10 show simulation results for PEC and SBR respectively, us-

ing subject two complete dataset with all plans presenting a defined time of day to be

executed. In Table 6.9, PEC presents better results compared to Table 6.7 confirming

that our approach is adequate to domains where plans perform in defined hour (Fig-

ure 6.8). However, when compared to Table 6.5 the results are worse due to the number

of short plans, that is, dataset of subject one has only 37 paths with less than 3 steps

in 280 plan paths, while dataset of subject two has 69 paths with less than 3 steps in

208 plan paths. Thus, dataset of subject two presents more short plans than dataset of

subject one, consequently, analysing the tables content, we confirm that our approach

works better in domains with longer plan paths.

Table 6.9: PEC, subject two, complete dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.942 | 0.095 0.901 | 0.128 0.912 | 0.108 0.992 | 0.010 0.004 | 0.006 1414605
2 0.980 | 0.038 0.822 | 0.225 0.924 | 0.096 0.991 | 0.011 0.001 | 0.003 1429505
3 0.990 | 0.020 0.733 | 0.292 0.899 | 0.115 0.988 | 0.012 0.001 | 0.001 1470727

2
1 0.813 | 0.195 0.801 | 0.177 0.793 | 0.162 0.973 | 0.023 0.017 | 0.018 1646426
2 0.873 | 0.148 0.732 | 0.200 0.783 | 0.144 0.974 | 0.017 0.011 | 0.014 1769721
3 0.949 | 0.080 0.636 | 0.272 0.807 | 0.138 0.976 | 0.017 0.004 | 0.006 1666964

3
1 0.733 | 0.215 0.745 | 0.184 0.719 | 0.166 0.956 | 0.029 0.030 | 0.026 1820602
2 0.835 | 0.161 0.701 | 0.200 0.755 | 0.136 0.963 | 0.025 0.019 | 0.020 1919968
3 0.877 | 0.132 0.630 | 0.255 0.764 | 0.151 0.965 | 0.024 0.012 | 0.014 1853750

Table 6.10: SBR, subject two, complete dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.244 | 0.129 1.000 | 0.000 0.366 | 0.149 0.755 | 0.087 0.256 | 0.091 412081
2 0.245 | 0.130 1.000 | 0.000 0.367 | 0.151 0.756 | 0.085 0.255 | 0.089 185169
3 0.239 | 0.126 1.000 | 0.000 0.361 | 0.147 0.752 | 0.085 0.259 | 0.088 217185

2
1 0.231 | 0.099 1.000 | 0.000 0.359 | 0.120 0.717 | 0.086 0.300 | 0.092 354345
2 0.222 | 0.090 1.000 | 0.000 0.349 | 0.110 0.705 | 0.083 0.314 | 0.090 393015
3 0.224 | 0.088 1.000 | 0.000 0.352 | 0.109 0.718 | 0.086 0.300 | 0.093 365251

3
1 0.225 | 0.080 1.000 | 0.000 0.355 | 0.101 0.695 | 0.089 0.329 | 0.102 470355
2 0.233 | 0.080 1.000 | 0.000 0.366 | 0.100 0.705 | 0.090 0.318 | 0.103 518653
3 0.224 | 0.078 1.000 | 0.000 0.355 | 0.099 0.696 | 0.087 0.328 | 0.099 511486

The simulation results (Mean and MAD) for subject two using partial dataset

with most plans tagged as undefined hour are shown in Tables B.1 and B.2. The results

for this dataset with all plans presenting a defined hour are shown in Tables B.3 and B.4.

The tables showing the average mean for each evaluation measures (PPV, TPR, F1 score,

ACC, ERR, MCC, FPR, TNR, FNR, NPV, FDR and FOR) computed in these experiments

using subject two dataset are in Appendix B.
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Figure 6.8: Boxplot graphs comparing SBR and PEC precision performance switching
path length (δ) for subject two using complete dataset.
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6.6 Simulation results using generated plan libraries

The simulations based on synthetically generated plan library aim to compare

SBR and PEC performance in controlled datasets created from determined parameters

and presenting specific data structure, so, experiments allow to evaluate a recogniser

performance in different domains. Therefore, an extensive set of experiments varying

different parameters was carried out in order to evaluate SBR and PEC results. We use

the Temporal Plan Library Generator (Section 5.4) to build a temporal plan library based

on the given parameters and the Temporal Input Set Generator (Section 5.5) to generate

temporal sequences of observations based on the plan library.

In all experiments, we evaluated SBR and PEC results computing the evaluation

measures (Section 6.1), obtained from 1000 simulation performed using random tempo-

ral observations based on the given temporal plan library. Some parameters in temporal

plan library generator are fixed in the experiments, such as: sequential edges probability

(Φ = 1), duplication probability (Ψ = 0), and minimum ($t = 1) and maximum ($T = 100)

number of observations. Thus, in this case, we only have sequential paths without any

mechanism to generate ambiguity in the plan library and plan steps can not take more

than 100 timestamps to complete. Another important information is that each plan/goal

has a specific hour from 0 to 23, in which usually is performed, or the plan is tagged as

UNDEFINED with a probability of 4%. So, in simulations most plans have a specific time

of day to be performed. It’s worth noting that plan start hour is not the same in all sim-

ulations since this hour may be increased/decreased by range value ϕ used to simulate

different start times (in this work ϕ is equal 900 seconds).

In this section we analyse SBR and PEC performance in different domains gen-

erated by temporal plan library generator varying several parameters. Tables 6.11

and 6.12 show part of simulation results by altering the following parameters: num-

ber of top-level plans $g (25 – 100), depth of the plan trees $d (5 – 11), and available

features $F (10 – 50). Other parameters remain fixed as the number of parallel plans

(P = 1), minimum and maximum number of branches ($b = 1 and $B = 2), number of

features per node ($f = 1), and number of feature status ($c = 2).

In Table 6.11, we note that PEC presents the worst result when there are many

top-level plans ($g = 100), short plans ($d = 5), and few features available in domain ($F =

10). In this case, even precision presenting a satisfactory result, the recall is relatively

lower compared to other values. We also observe that a high number of top plans with

few available features increase the recognition runtime. In Table 6.12, we notice that

SBR also presents the worst precision when there are many top-level plans ($g = 100)

and few features ($F = 10). However, path length ($d) has no significant influence on

recogniser performance, these results also show a strong association between number
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of top-plans and number of features in SBR performance, that is, a lower number of

top-plans and a greater number of features improve SBR performance.

Table 6.11: PEC results for generated simulations based on following parameters: P=1,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.988 | 0.021 0.885 | 0.124 0.929 | 0.071 0.995 | 0.005 0.001 | 0.002 605000
30 0.994 | 0.012 0.995 | 0.010 0.994 | 0.012 0.999 | 0.001 0.001 | 0.001 272500
50 0.989 | 0.021 0.993 | 0.015 0.990 | 0.018 0.999 | 0.002 0.001 | 0.002 285000

8
10 0.968 | 0.044 0.970 | 0.047 0.968 | 0.038 0.996 | 0.004 0.002 | 0.003 474286
30 0.979 | 0.032 0.984 | 0.028 0.981 | 0.027 0.998 | 0.003 0.002 | 0.003 311429
50 0.997 | 0.005 0.994 | 0.011 0.995 | 0.008 1.000 | 0.001 0.000 | 0.000 234286

11
10 0.992 | 0.015 0.978 | 0.034 0.984 | 0.023 0.998 | 0.002 0.001 | 0.001 482000
30 0.977 | 0.028 0.997 | 0.006 0.987 | 0.016 0.998 | 0.002 0.002 | 0.002 222000
50 0.995 | 0.009 0.999 | 0.002 0.997 | 0.006 1.000 | 0.001 0.000 | 0.001 217000

100

5
10 0.953 | 0.077 0.698 | 0.186 0.782 | 0.149 0.996 | 0.002 0.001 | 0.001 2022500
30 0.995 | 0.010 0.948 | 0.085 0.966 | 0.052 0.999 | 0.001 0.000 | 0.000 712500
50 0.989 | 0.021 0.965 | 0.060 0.974 | 0.041 0.999 | 0.001 0.000 | 0.000 527500

8
10 0.971 | 0.042 0.867 | 0.069 0.913 | 0.047 0.998 | 0.001 0.000 | 0.001 1777143
30 0.957 | 0.054 0.960 | 0.058 0.957 | 0.046 0.999 | 0.001 0.001 | 0.001 737143
50 0.987 | 0.022 0.984 | 0.028 0.985 | 0.023 1.000 | 0.001 0.000 | 0.000 515714

11
10 0.982 | 0.027 0.930 | 0.056 0.954 | 0.030 0.999 | 0.001 0.000 | 0.000 1834000
30 0.996 | 0.007 0.975 | 0.038 0.985 | 0.022 1.000 | 0.000 0.000 | 0.000 733000
50 0.992 | 0.014 0.983 | 0.028 0.987 | 0.019 1.000 | 0.000 0.000 | 0.000 471000

Table 6.12: SBR results for generated simulations based on following parameters: P=1,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.456 | 0.093 1.000 | 0.000 0.618 | 0.086 0.928 | 0.018 0.075 | 0.019 40000
30 0.774 | 0.115 1.000 | 0.000 0.866 | 0.073 0.977 | 0.015 0.024 | 0.015 17500
50 0.857 | 0.078 1.000 | 0.000 0.920 | 0.047 0.988 | 0.007 0.013 | 0.007 47500

8
10 0.498 | 0.077 1.000 | 0.000 0.658 | 0.069 0.934 | 0.018 0.068 | 0.019 38571
30 0.730 | 0.076 1.000 | 0.000 0.841 | 0.052 0.974 | 0.007 0.027 | 0.008 31429
50 0.832 | 0.077 1.000 | 0.000 0.905 | 0.047 0.986 | 0.007 0.015 | 0.007 50000

11
10 0.497 | 0.078 1.000 | 0.000 0.658 | 0.070 0.935 | 0.013 0.068 | 0.014 77000
30 0.762 | 0.067 1.000 | 0.000 0.862 | 0.043 0.978 | 0.007 0.023 | 0.007 43000
50 0.851 | 0.059 1.000 | 0.000 0.918 | 0.035 0.987 | 0.006 0.013 | 0.006 45000

100

5
10 0.113 | 0.018 1.000 | 0.000 0.203 | 0.028 0.912 | 0.012 0.088 | 0.012 67500
30 0.346 | 0.071 1.000 | 0.000 0.507 | 0.076 0.974 | 0.005 0.026 | 0.005 50000
50 0.523 | 0.108 1.000 | 0.000 0.677 | 0.093 0.984 | 0.005 0.016 | 0.005 60000

8
10 0.120 | 0.010 1.000 | 0.000 0.214 | 0.015 0.921 | 0.007 0.080 | 0.007 185714
30 0.343 | 0.060 1.000 | 0.000 0.506 | 0.067 0.974 | 0.005 0.027 | 0.005 82857
50 0.502 | 0.082 1.000 | 0.000 0.663 | 0.072 0.984 | 0.004 0.016 | 0.004 62857

11
10 0.127 | 0.013 1.000 | 0.000 0.225 | 0.020 0.921 | 0.007 0.079 | 0.007 329000
30 0.358 | 0.054 1.000 | 0.000 0.524 | 0.059 0.974 | 0.004 0.026 | 0.004 156000
50 0.565 | 0.081 1.000 | 0.000 0.717 | 0.067 0.986 | 0.003 0.014 | 0.003 118000

The tables showing complete results (Mean and MAD) for PEC and SBR applied

to recognise one, two or three parallel plan(s) (P) in generated simulations alternat-

ing the number of top plans ($g), depth ($d), and available features ($F) are shown in

Tables C.1, C.2, C.3, C.4, C.5, and C.6.
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Tables 6.13 and 6.14 show part of simulation results by varying the following

parameters: number of top-level plans $g (25 – 100), number of features per node $f

(1 – 3), and number of feature status $c (1 – 3). Other parameters remain fixed as the

number of parallel plans (P = 3), minimum and maximum number of branches ($b = 1

and $B = 2), depth of the plan trees ($d = 11), and available features ($F = 10).

In Table 6.13, the worst PEC results are when there are several top-level plans

($g = 100), few features per node ($f = 1), and features are not multi-valued, i.e., features

can assume only one status ($c = 1). The precision value still is high considering that

3 plans are performing in parallel, but recall is very lower showing that on average

less than half of correct plans are returned by the recogniser. These parameters also

increase considerably the recognition runtime. In Table 6.14 SBR presents precision

values extremely low in domains with many top-level plans ($g = 100), few features per

node ($f = 1), and principally when features are not multi-valued ($c = 1). The results

reveal the great dependence of the SBR with the number of features, its status variety

and quantity per node, showing that in domains with many plans a large number of

multi-valued features is essential to SBR present a better precision, otherwise, will be

very hard for this recogniser return only the correct plan(s).

Table 6.13: PEC results for generated simulations based on following parameters: P=3,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.958 | 0.054 0.869 | 0.101 0.908 | 0.079 0.986 | 0.013 0.003 | 0.004 1810098
2 0.996 | 0.008 0.930 | 0.057 0.960 | 0.033 0.994 | 0.005 0.000 | 0.001 840305
3 0.934 | 0.059 0.903 | 0.054 0.916 | 0.045 0.984 | 0.009 0.008 | 0.007 931409

2
1 0.988 | 0.018 0.960 | 0.038 0.974 | 0.025 0.995 | 0.005 0.002 | 0.002 1026496
2 0.999 | 0.001 0.970 | 0.031 0.984 | 0.016 0.997 | 0.003 0.000 | 0.000 415745
3 1.000 | 0.000 0.986 | 0.017 0.993 | 0.009 0.999 | 0.001 0.000 | 0.000 319222

3
1 0.943 | 0.048 0.906 | 0.067 0.922 | 0.054 0.982 | 0.013 0.009 | 0.008 1722839
2 0.979 | 0.022 0.980 | 0.018 0.979 | 0.016 0.997 | 0.003 0.002 | 0.002 367649
3 0.994 | 0.010 0.981 | 0.016 0.988 | 0.010 0.998 | 0.002 0.000 | 0.001 278117

100

1
1 0.732 | 0.133 0.436 | 0.116 0.539 | 0.121 0.980 | 0.004 0.004 | 0.002 10363800
2 0.897 | 0.062 0.754 | 0.081 0.815 | 0.068 0.992 | 0.003 0.002 | 0.001 4115618
3 0.909 | 0.055 0.817 | 0.053 0.858 | 0.044 0.994 | 0.002 0.002 | 0.001 2876787

2
1 0.832 | 0.072 0.729 | 0.094 0.772 | 0.073 0.988 | 0.004 0.005 | 0.002 7439297
2 0.938 | 0.040 0.892 | 0.039 0.913 | 0.030 0.996 | 0.001 0.001 | 0.001 1652656
3 0.959 | 0.023 0.929 | 0.032 0.943 | 0.019 0.998 | 0.001 0.001 | 0.001 915113

3
1 0.833 | 0.068 0.749 | 0.097 0.784 | 0.078 0.987 | 0.004 0.006 | 0.003 9143203
2 0.947 | 0.034 0.935 | 0.026 0.940 | 0.022 0.998 | 0.001 0.001 | 0.001 1000641
3 0.983 | 0.015 0.981 | 0.016 0.982 | 0.011 0.999 | 0.000 0.000 | 0.000 477340

The complete results (Mean and MAD) for PEC and SBR applied to recognise

one, two or three parallel plan(s) (P) in simulations varying the number of top plans ($g),

features per node ($f), and feature status ($c) are shown in Tables C.7, C.8, C.9, C.10,

C.11, and C.12.

Tables 6.15 and 6.16 show part of simulation results of PEC and SBR respec-

tively, by varying the following parameters: number of available features $F (10 – 50),
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Table 6.14: SBR results for generated simulations based on following parameters: P=3,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.203 | 0.016 1.000 | 0.000 0.338 | 0.022 0.700 | 0.096 0.328 | 0.112 226287
2 0.455 | 0.080 1.000 | 0.000 0.619 | 0.074 0.897 | 0.038 0.111 | 0.042 106635
3 0.484 | 0.051 1.000 | 0.000 0.650 | 0.046 0.891 | 0.018 0.119 | 0.020 114783

2
1 0.509 | 0.130 1.000 | 0.000 0.662 | 0.112 0.878 | 0.077 0.134 | 0.086 128724
2 0.738 | 0.150 1.000 | 0.000 0.839 | 0.098 0.963 | 0.025 0.039 | 0.027 68210
3 0.852 | 0.090 1.000 | 0.000 0.916 | 0.053 0.985 | 0.010 0.016 | 0.011 40736

3
1 0.390 | 0.084 1.000 | 0.000 0.555 | 0.085 0.736 | 0.109 0.298 | 0.126 272426
2 0.758 | 0.073 1.000 | 0.000 0.860 | 0.047 0.974 | 0.010 0.028 | 0.010 80674
3 0.829 | 0.047 1.000 | 0.000 0.905 | 0.028 0.984 | 0.005 0.017 | 0.005 64638

100

1
1 0.061 | 0.004 1.000 | 0.000 0.116 | 0.007 0.540 | 0.027 0.474 | 0.028 2500439
2 0.106 | 0.013 1.000 | 0.000 0.191 | 0.021 0.798 | 0.013 0.206 | 0.013 612724
3 0.137 | 0.016 1.000 | 0.000 0.240 | 0.025 0.866 | 0.011 0.137 | 0.012 453216

2
1 0.099 | 0.013 1.000 | 0.000 0.179 | 0.021 0.657 | 0.032 0.354 | 0.033 1400142
2 0.226 | 0.037 1.000 | 0.000 0.367 | 0.049 0.926 | 0.009 0.075 | 0.009 279192
3 0.372 | 0.046 1.000 | 0.000 0.540 | 0.048 0.967 | 0.004 0.034 | 0.004 140806

3
1 0.104 | 0.016 1.000 | 0.000 0.188 | 0.026 0.594 | 0.046 0.418 | 0.047 1965743
2 0.360 | 0.038 1.000 | 0.000 0.527 | 0.042 0.962 | 0.004 0.039 | 0.005 192750
3 0.613 | 0.055 1.000 | 0.000 0.758 | 0.043 0.987 | 0.003 0.013 | 0.003 129861

number of features per node $f (1 – 3), and number of feature status $c (1 – 3). Other

parameters remain fixed as the number of parallel plans (P = 3), number of top-level

plans ($g = 100), minimum and maximum number of branches ($b = 1 and $B = 2), and

depth of the plan trees ($d = 11).

Table 6.15 shows that increasing anyone of these three parameters, the number

of available features $F, their number of valid status $c or the number of features per

node $f improves PEC performance in all metrics evaluated, especially recall and recog-

nition time. Analysing Table 6.16 content is notable the great influence that parameters

related to the features exert on SBR, and it is worth noting the improvement in precision

values that are directly related to decreasing of false positive rate (FPR).

The complete results (Mean and MAD) for PEC and SBR applied to recognise

parallel plan(s) (P equal to 1, 2 or 3) in several simulations varying the number of fea-

tures ($F), features per node ($f), and feature status ($c) are shown in Tables C.13, C.14,

C.15, C.16, C.17, and C.18. The tables showing the average mean for each evaluation

measures (PPV, TPR, F1 score, ACC, ERR, MCC, FPR, TNR, FNR, NPV, FDR and FOR)

computed in these experiments using synthetically generated plan libraries are in Ap-

pendix C.

Final Remarks

In this chapter, we evaluated the Symbolic Behaviour Recognition (SBR) and the

Plan Execution Controller (PEC) performance, using real-world and synthetically gener-
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Table 6.15: PEC results for generated simulations based on following parameters: P=3,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.732 | 0.133 0.436 | 0.116 0.539 | 0.121 0.980 | 0.004 0.004 | 0.002 10363800
2 0.897 | 0.062 0.754 | 0.081 0.815 | 0.068 0.992 | 0.003 0.002 | 0.001 4115618
3 0.909 | 0.055 0.817 | 0.053 0.858 | 0.044 0.994 | 0.002 0.002 | 0.001 2876787

2
1 0.832 | 0.072 0.729 | 0.094 0.772 | 0.073 0.988 | 0.004 0.005 | 0.002 7439297
2 0.938 | 0.040 0.892 | 0.039 0.913 | 0.030 0.996 | 0.001 0.001 | 0.001 1652656
3 0.959 | 0.023 0.929 | 0.032 0.943 | 0.019 0.998 | 0.001 0.001 | 0.001 915113

3
1 0.833 | 0.068 0.749 | 0.097 0.784 | 0.078 0.987 | 0.004 0.006 | 0.003 9143203
2 0.947 | 0.034 0.935 | 0.026 0.940 | 0.022 0.998 | 0.001 0.001 | 0.001 1000641
3 0.983 | 0.015 0.981 | 0.016 0.982 | 0.011 0.999 | 0.000 0.000 | 0.000 477340

50

1
1 0.938 | 0.035 0.862 | 0.060 0.894 | 0.044 0.994 | 0.002 0.002 | 0.001 2077771
2 0.985 | 0.019 0.899 | 0.062 0.935 | 0.042 0.997 | 0.002 0.001 | 0.001 1252194
3 0.953 | 0.029 0.951 | 0.031 0.951 | 0.025 0.997 | 0.001 0.002 | 0.001 1010258

2
1 0.984 | 0.013 0.970 | 0.026 0.975 | 0.019 0.999 | 0.001 0.001 | 0.000 896138
2 0.991 | 0.011 0.978 | 0.029 0.982 | 0.019 0.999 | 0.001 0.000 | 0.000 530598
3 0.998 | 0.004 0.997 | 0.005 0.997 | 0.004 1.000 | 0.000 0.000 | 0.000 444852

3
1 0.987 | 0.012 0.977 | 0.028 0.980 | 0.019 0.999 | 0.001 0.001 | 0.000 730433
2 0.994 | 0.009 0.994 | 0.010 0.994 | 0.007 1.000 | 0.000 0.000 | 0.000 459701
3 0.997 | 0.006 0.998 | 0.004 0.997 | 0.004 1.000 | 0.000 0.000 | 0.000 383581

Table 6.16: SBR results for generated simulations based on following parameters: P=3,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.061 | 0.004 1.000 | 0.000 0.116 | 0.007 0.540 | 0.027 0.474 | 0.028 2500439
2 0.106 | 0.013 1.000 | 0.000 0.191 | 0.021 0.798 | 0.013 0.206 | 0.013 612724
3 0.137 | 0.016 1.000 | 0.000 0.240 | 0.025 0.866 | 0.011 0.137 | 0.012 453216

2
1 0.099 | 0.013 1.000 | 0.000 0.179 | 0.021 0.657 | 0.032 0.354 | 0.033 1400142
2 0.226 | 0.037 1.000 | 0.000 0.367 | 0.049 0.926 | 0.009 0.075 | 0.009 279192
3 0.372 | 0.046 1.000 | 0.000 0.540 | 0.048 0.967 | 0.004 0.034 | 0.004 140806

3
1 0.104 | 0.016 1.000 | 0.000 0.188 | 0.026 0.594 | 0.046 0.418 | 0.047 1965743
2 0.360 | 0.038 1.000 | 0.000 0.527 | 0.042 0.962 | 0.004 0.039 | 0.005 192750
3 0.613 | 0.055 1.000 | 0.000 0.758 | 0.043 0.987 | 0.003 0.013 | 0.003 129861

50

1
1 0.281 | 0.022 1.000 | 0.000 0.438 | 0.027 0.918 | 0.007 0.084 | 0.008 274620
2 0.455 | 0.042 1.000 | 0.000 0.624 | 0.040 0.963 | 0.005 0.038 | 0.005 161793
3 0.531 | 0.053 1.000 | 0.000 0.691 | 0.046 0.974 | 0.004 0.027 | 0.004 139791

2
1 0.724 | 0.039 1.000 | 0.000 0.839 | 0.026 0.985 | 0.003 0.015 | 0.003 178608
2 0.889 | 0.033 1.000 | 0.000 0.941 | 0.019 0.996 | 0.001 0.004 | 0.001 138155
3 0.946 | 0.029 1.000 | 0.000 0.972 | 0.015 0.998 | 0.001 0.002 | 0.001 129759

3
1 0.859 | 0.032 1.000 | 0.000 0.923 | 0.018 0.994 | 0.002 0.007 | 0.002 264337
2 0.897 | 0.038 1.000 | 0.000 0.945 | 0.022 0.997 | 0.001 0.003 | 0.001 135416
3 0.928 | 0.039 1.000 | 0.000 0.962 | 0.021 0.998 | 0.001 0.002 | 0.001 104510

ated datasets. We also discussed the evaluation metrics used to analyse the results of the

plan recognition performance between SBR and PEC. Simulations in real and generated

domains show a significant improvement of our approach in most evaluation metrics

compared to SBR, especially in the precision measure, without any major decrease in

recall. In Chapter 7, we survey related work about temporal and concurrent plan recog-

nition.
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7. RELATED WORK

There are only a few approaches that consider the problem of recognising ac-

tivities and plans that are not necessarily sequential and uninterrupted. Furthermore,

most of these approaches do not consider activities performing concurrently nor they use

duration of each action aiming to improve the recognition process or to detect possible

failures in the path of plan execution. Helaoui et al. [HNS11] make this less restrictive

and more challenging assumption for activity recognition, proposing the use of Markov

Logic Networks (MLN) [RD06] as a declarative framework for recognising interleaved

and concurrent activities in Ambient Assisted Living (AAL) environments, incorporat-

ing both input from pervasive light-weight sensor technology and common-sense back-

ground knowledge.

Many scientific and engineering applications have studied and used Hidden

Markov Models (HMMs) and their diverse variants successfully applied to a number

of problems in several areas. However, the use of HMMs in analysing behavioural data

for activity recognition is relatively recent and the duration of states is not modelled

explicitly in conventional HMMs. Instead, transitions from a node to itself are used to al-

low a system to remain in its current state and an exponential state duration distribution

is implicitly created when these self-transitions occur, unfortunately, this has presented

some problems in recognising real-world activities, because HMMs are simple and effi-

cient models for learning sequential data, but its performance tends to degrade when

tasks present long-term temporal dependency or the range of tasks becomes more com-

plex, these are inherent characteristics of real-world applications and difficult to deal

with under the Markov assumption [DBPV05].

There are some methods for matching data to models in use for activity and plan

recognition, HMMs are the basis for a series of these methods, particularly HMM vari-

ations [DPBV09] that take duration explicitly into account have become more popular,

due to the strong temporal component present in many cases of recognition tasks. Hid-

den Semi-Markov Models (HSMMs) [HN03] and Switching Hidden Semi-Markov Models

(S-HSMM) [DBPV05] are examples of such methods. These approaches allow explicit

modelling of the length of time the observed agent is expected to be in a given state,

in other words, the duration of a particularly recognised state. However, these models

encounter difficulty to model distinctions for changes in transition probabilities based

on the duration an agent has spent in a given state. Thus, they are insufficient for the

complex set of recognition problems found in realistic applications.

Marhasev et al. [MHKF09] deal with low-likelihood hypotheses based on both

duration and state in the context of a clinical diagnosis task. Investigating the use of

Markov models that explicitly model the dependency of transition probabilities on state

duration and presenting the Non-stationary Hidden Semi-Markov Models (NSHSMMs)
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that is an augmentation of the standard semi-Markov models, which permit more precise

recognition of duration-based behavioural patterns. Thus, as HSMMs expand HMMs to

more accurately modelling realistically observed actions by including state duration, so

do NSHSMMs expand HSMMs to represent the transition probabilities’ dependence on

state duration.

Duong et al. [DBPV05] introduce S-HSMMs to represent user activities that

have a known duration. S-HSMMs are basically two-layered extensions of the HSMM,

for abnormality detection and high-level activity recognition. Duong et al. included a for-

mal definition of S-HSMMs, parameter estimation methods, and experimental validation

for the innovative model, demonstrating the S-HSMMs superiority over the flat HSMM

when applied to the task of abnormality detection in an elderly care domain (an anomaly

is detected if actions’ duration deviate from normal), and to the tasks of learning and

making on-line classifications in series of activities related to home scenarios. S-HSMMs

admit for dealing with some probabilistic restrictions over the duration of plans as well

as the capability to detect anomalies. However, the model does not support concurrent

activities, nor does it addresses matching with multi-feature observations.

Many probabilistic inference models were designed to be applied to activity

recognition (e.g., [FHL+03, CG93, PW00]), these works emphasise the necessity for

methods which improve the probabilistic recognition models for activities and goals,

however, they do not model state duration in their computations. Fox et al. [FHL+03]

review Bayesian filter implementations and techniques while concentrating on location

estimation tasks. These techniques are important for circumstances common to any real-

world application (e.g., situations in which location sensors provide errors or imperfect

measurements) by representing uncertainty at different levels of abstraction. Bayesian

filters do not use statistics on state duration in their computations and rely on the Markov

assumption. Bayesian-networks models by Charniak and Goldman [CG93] and parsing of

Probabilistic State-Dependent Grammars (PSDG) by Pynadath and Wellman [PW00] are

statistical models for recognition, in order to deal with uncertainty in recognition tasks.

In both of these, there is no explicit treatment of the importance of the amount of time

spent in a certain state.

A probabilistic plan recognition algorithm for multi-agent overhearing is pro-

posed in YOYO* [KPT02], where information about the average duration of plan steps

are included in the plan library. This information is used to estimate the likelihood of

an agent changing a step to another without being observed to do so (i.e., the system

uses average duration of plan-step as an input, to estimate the duration of unobserved

plan-steps). They utilised a recognition model that is based on hierarchical non-hidden

semi-Markov models. This model presented unsatisfactory results in correctly predict-

ing the joint states of multi-agent teams, due to the unmodeled variance of real duration.
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This algorithm (YOYO*) does not address matching multi-feature observations neither

allow for concurrent plans.

A hybrid symbolic probabilistic plan recognition system is presented by Geib

and Harp [GH04], which allows for some partial observability as well as interleaved

plans. However, the system does not address efficient matching of multi-feature obser-

vations, nor allows for taking duration into account. Tapia [Mun03] introduces a system

for recognising activities in the home setting that uses machine learning algorithms, a

set of small and simple state-change sensors, and electronic experience sampling. This

work developed an algorithm for activity recognition that extends the naive Bayes clas-

sifier to incorporate low-order temporal relationships since temporal information is an

important component of activities, however, this approach does not support concurrent

plans neither multi-valued features.

In Avrahami-Zilberbrand et al. [AZKZ05] some modifications are presented in

SBR algorithms allowing to handle intermittent failures in observations, lossy observa-

tions, and plans with duration. However, while dealing with plan execution duration con-

straints the algorithm cannot recognise interleaved plans. Although this approach can

deal lossy observation and interrupted plan, added these recognition capabilities can

significantly influence runtime, and the number of possible hypotheses (ambiguity). In

Mirsky et al. [MG16] present an approach for online plan recognition called SLIM (Semi-

Lazy Inference Mechanism), which uses parsing processes to commit only to the mini-

mum necessary actions in real-time, but still provide complete hypotheses. Mirsky also

present an approach that extends the Probabilistic Hostile Agent Task Tracker (PHATT)

algorithm [GG09] called Cumulative Recognition of Activities and Decreasing Load of Ex-

planations (CRADLE) [MGS17]. This online plan recognition algorithm is able to capture

partial plans and exogenous actions by using domain-independent heuristics to prune

the space of possible explanations and updating arguments in the plan to remain the

explanations consistent with new observations. Concerning in the problem of how to

disambiguate multiple hypotheses Mirsky et al. [MSGK16] present the Sequential Plan

Recognition Process (SPRP) that disambiguate hypotheses by querying the observed

agent about whether a candidate plan in one of the hypotheses matches its intentions,

so this approach aims to reduce the number of hypotheses using a minimal number of

queries.

Fagundes et al. [FMBV14] face the problem of deciding when to interact with

the observed agent to determine his/her plan under execution by extending the SBR

algorithm with a method named Expected Recognition Time (ERT) that receives as input

a sequence of observations, and estimates the expected time to recognise a plan from

multiple hypotheses obtained from the SBR. Moreover, this work developed a method

named Plan Selection Counter (PSC) to save data about the number of times that a plan

is selected, based in the context of execution. This approach has a limitation because it
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does not allow for concurrent execution; that is, at each time step, only one plan step

can be identified as an activity involving the agent. Although not considering concurrent

plans, this approach demonstrated that SBR can be extended to allow an estimate of the

time needed to recognise a plan by keeping a record of plan steps executed in a given

context at a given moment. So, this work is the basis for our idea of the temporal plan

recognition algorithm that is intended to keep information about the duration of each

plan step linked with a plan being performed by the observed agent, storing, in addition,

how many times this information was obtained in order to determine data accuracy.

Table 7.1 shows the characteristics present in the main related work that are present in

our approach.

Table 7.1: Characteristics of the main related work
Our Helaoui Fagundes Duong Tapia Mirsky Dorit

Approuch [HNS11] [FMBV14] [DBPV05] [Mun03] [MSGK16] [AZKZ05]
Symbolic approach

√ √ √ √

Probabilistic approach
√ √ √

Concurrent activities
√ √ √ √

Interleaved activities
√ √ √ √

Activity duration
√ √ √ √ √

Multi-feature observations
√ √ √ √

Detect anomalies
√ √ √

Multivalued features
√ √ √ √

Lossy observations
√

Learns patterns
√ √ √ √ √

Inference of start/end time
√ √ √

Dealing with ambiguity
√ √ √
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8. CONCLUSION

In this work, we addressed one of the ultimate goals of Artificial Intelligence,

which involves observing agent actions and environment changes aiming to predict

agent’s intentions and detect failures in plan execution. The process of inferring agent’s

plans from their observed actions is known as plan recognition. Most approaches to plan

recognition are based on a knowledge base manually constructed, and represented as

plan library for recognising activities and plans. Thus, first we developed a plan library

generator, managed through a number of parameters to automatically create arbitrar-

ily complex knowledge base, representing the sequence of activities that an observed

agent can perform in the environment. In addition, we improved this generator to cre-

ate temporal plan libraries that may store temporal information about activities, such

as minimum and maximum duration of each plan step, besides time of day that a plan

usually is performed.

We also developed the temporal input set generator to get observations from the

temporal plan library. This method takes into account information about plan step dura-

tion to repeat, a determined number of times, the features associated with the activity in

the set of observations simulating the activity duration. However, most plan recognition

approaches cannot control duration bounds in plan steps nor lead to more complex forms

of temporal plans, such as concurrent and interleaved plans, because they assume that

a sequence of actions is wholly coherently performed towards a single goal and agents

carries out only one activity at a time.

Consequently, there is a lack of systems to assist agents that perform multiple

concurrent or interleaving activities able to automatic monitoring possible fails. Further-

more, most approaches cannot treat multi-signals from devices in realistic environments,

because they assume only a binary signal representing interaction or no interaction with

a device, besides agents interacting only with a single device at time. Nowadays, there

are many powerful devices equipped with multiple sensors and functionalities that may

be used to interact with an agent aiming to provide useful information about the envi-

ronment and act as an assistant to help the agent to realise actions and plans.

In this work we developed a Temporal Plan Recognition approach based on the

extended version of Symbolic Behaviour Recognition (SBR) responsible to return the set

of candidate plans. We use the Plan Execution Controller (PEC) to filter these hypotheses

aiming to eliminate ambiguity and check consistency in execution of each candidate

plan. As observed in experiments using real datasets, precision can be hard to fulfil

since the recogniser may return multiple candidates plans for a long time, especially

in environments with many top plans and few features available. In this case, the high

number of plans that start being recognised in current recognition episode but stop
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being recognised in few next episodes are responsible for a permanent ambiguity in the

set of hypotheses.

In systems developed to monitor and help an agent in completion of its Ac-

tivities of Daily Living (ADL), ambiguity can make the application extremely intrusive

when considering, for example, sending messages to the user whenever an abandoned

plan is detected. To deal the problems of ambiguity in multiple hypotheses and detecting

anomalies in a plan sequence, we developed an efficient algorithm to filter hypotheses by

applying temporal and path length constraints using both the hierarchical organisation

of activities and their expected time of day and duration acquired in previous episodes.

To evaluate our approach, we analysed the results of the filter component present in

PEC applied to hypothesis set returned by SBR in several experiments carried out both

in real and generated datasets comparing the performance between SBR and PEC. As

a result, in all experiments we note a great improvement in PEC precision compared to

SBR, without a great decrease in recall.

Therefore, we developed an approach to extend Symbolic Behaviour Recogni-

tion (SBR) allowing an efficient control and disambiguation of multiple hypotheses con-

sistent with the observations, besides dealing concurrent/interleaved plans and duration

constraints in plan execution. Simulations in real and generated domains show a po-

tential improvement in most evaluation metrics, especially in the precision measure.

Besides that, our approach can detect anomalies in activities duration, since we can

capture the normal patterns in duration spent for each activity, so it can be used to de-

tect anomalies or possible failures in a particular plan sequence. Then, our approach is

adequate for applications requiring temporal failure prediction, where the system must

observe an agent and detect possible fails, acting to give support in time, or even before,

the failure occurs.

Finally, as future work, we intend to improve the mechanism of learning the time

of the day a plan is performed. Currently, when a plan is tagged as undefined hour, this

hour can no longer be changed, that is, even this plan has been presenting a specific time

of day, our approach is not longer able to learn this new hour. Furthermore, our current

approach has a limitation in that we do not allow for lossy observations, but we intend

to implement this technique in a new extension of SBR. Consequently, we also aim to

conduct experiments to test the ability of our approach to deal with interleaved plans and

lossy observation. Another point to consider is the question of how many timestamps can

pass from the time an activity is interrupted, until returning to it. In general, we intend to

integrate our approach into a larger application in order to perform experiments in more

complex domains, within places in which multiple sensors, actuators and automation

equipment coexist, providing several features multi-valued used to recognise the agent

current plan(s) and checking its sequence of activities to identify possible failures.
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APPENDIX A – SUBJECT ONE – TABLES AND GRAPHS

Table A.1: PEC, subject one, complete dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.617 | 0.206 0.732 | 0.203 0.646 | 0.170 0.957 | 0.021 0.033 | 0.020 1360519
2 0.730 | 0.237 0.698 | 0.232 0.701 | 0.184 0.967 | 0.020 0.020 | 0.018 1365184
3 0.867 | 0.176 0.663 | 0.254 0.762 | 0.167 0.977 | 0.015 0.008 | 0.010 1372887

2
1 0.576 | 0.164 0.721 | 0.153 0.623 | 0.131 0.921 | 0.032 0.063 | 0.032 1728867
2 0.678 | 0.192 0.690 | 0.170 0.663 | 0.148 0.939 | 0.028 0.041 | 0.027 1748420
3 0.816 | 0.182 0.672 | 0.175 0.719 | 0.150 0.957 | 0.023 0.019 | 0.019 1701167

3
1 0.557 | 0.135 0.694 | 0.136 0.605 | 0.113 0.888 | 0.039 0.091 | 0.040 2028554
2 0.661 | 0.159 0.664 | 0.140 0.648 | 0.122 0.912 | 0.034 0.060 | 0.033 1996923
3 0.770 | 0.166 0.621 | 0.140 0.671 | 0.121 0.930 | 0.027 0.034 | 0.025 1994874

Table A.2: SBR, subject one, complete dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.232 | 0.106 1.000 | 0.000 0.355 | 0.122 0.742 | 0.079 0.270 | 0.083 114232
2 0.235 | 0.108 1.000 | 0.000 0.358 | 0.124 0.740 | 0.079 0.273 | 0.083 113854
3 0.237 | 0.107 1.000 | 0.000 0.361 | 0.124 0.743 | 0.079 0.269 | 0.082 116951

2
1 0.233 | 0.058 1.000 | 0.000 0.372 | 0.073 0.684 | 0.069 0.343 | 0.075 222852
2 0.236 | 0.059 1.000 | 0.000 0.375 | 0.074 0.686 | 0.067 0.341 | 0.074 228616
3 0.240 | 0.063 1.000 | 0.000 0.379 | 0.079 0.687 | 0.067 0.340 | 0.073 223573

3
1 0.261 | 0.048 1.000 | 0.000 0.410 | 0.059 0.649 | 0.063 0.396 | 0.072 349005
2 0.264 | 0.049 1.000 | 0.000 0.414 | 0.060 0.654 | 0.063 0.391 | 0.073 345103
3 0.261 | 0.047 1.000 | 0.000 0.410 | 0.059 0.650 | 0.060 0.395 | 0.070 342255

Table A.3: PEC, subject one, complete dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.949 | 0.076 0.941 | 0.080 0.937 | 0.076 0.993 | 0.008 0.005 | 0.007 1436552
2 0.959 | 0.065 0.905 | 0.127 0.939 | 0.074 0.992 | 0.009 0.004 | 0.006 1228737
3 0.971 | 0.051 0.879 | 0.156 0.928 | 0.089 0.992 | 0.010 0.002 | 0.004 1231246

2
1 0.911 | 0.108 0.778 | 0.158 0.821 | 0.125 0.974 | 0.018 0.010 | 0.012 1572001
2 0.913 | 0.115 0.758 | 0.156 0.812 | 0.130 0.973 | 0.018 0.009 | 0.012 1591897
3 0.944 | 0.085 0.704 | 0.185 0.781 | 0.147 0.972 | 0.017 0.006 | 0.009 1538831

3
1 0.878 | 0.133 0.748 | 0.159 0.788 | 0.129 0.966 | 0.022 0.015 | 0.016 1619257
2 0.902 | 0.121 0.727 | 0.162 0.785 | 0.130 0.967 | 0.020 0.012 | 0.014 1642936
3 0.922 | 0.108 0.694 | 0.189 0.765 | 0.150 0.967 | 0.019 0.008 | 0.011 1725875

Table A.4: SBR, subject one, complete dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.247 | 0.113 1.000 | 0.000 0.373 | 0.129 0.754 | 0.074 0.258 | 0.077 140279
2 0.233 | 0.101 1.000 | 0.000 0.358 | 0.119 0.744 | 0.079 0.268 | 0.082 116239
3 0.237 | 0.107 1.000 | 0.000 0.362 | 0.123 0.744 | 0.075 0.268 | 0.078 106656

2
1 0.222 | 0.051 1.000 | 0.000 0.358 | 0.066 0.689 | 0.070 0.337 | 0.078 205344
2 0.217 | 0.049 1.000 | 0.000 0.352 | 0.064 0.681 | 0.067 0.345 | 0.074 204669
3 0.220 | 0.046 1.000 | 0.000 0.357 | 0.061 0.686 | 0.068 0.340 | 0.076 198779

3
1 0.225 | 0.053 1.000 | 0.000 0.362 | 0.068 0.676 | 0.072 0.353 | 0.083 223215
2 0.227 | 0.052 1.000 | 0.000 0.365 | 0.068 0.678 | 0.071 0.352 | 0.081 245695
3 0.221 | 0.051 1.000 | 0.000 0.357 | 0.067 0.672 | 0.070 0.358 | 0.081 256180
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Figure A.2: PR space graphs switching parallel plans (P) and path length (δ) for subject
one using complete dataset where all plans have defined hour.
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Figure A.4: PR space graphs switching parallel plans (P) and path length (δ) for subject
one using partial dataset where all plans have defined hour.
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Figure A.6: ROC space graphs switching parallel plans (P) and path length (δ) for subject
one using complete dataset where all plans have defined hour.
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Figure A.8: ROC space graphs switching parallel plans (P) and path length (δ) for subject
one using partial dataset where all plans have defined hour.
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APPENDIX B – SUBJECT TWO – TABLES AND GRAPHS

Table B.1: PEC, subject two, partial dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.624 | 0.251 0.779 | 0.172 0.647 | 0.167 0.872 | 0.083 0.117 | 0.097 1247948
2 0.757 | 0.238 0.772 | 0.186 0.729 | 0.155 0.912 | 0.063 0.071 | 0.075 1289799
3 0.869 | 0.163 0.657 | 0.278 0.794 | 0.141 0.941 | 0.040 0.024 | 0.032 1368993

2
1 0.518 | 0.166 0.709 | 0.149 0.574 | 0.124 0.748 | 0.097 0.246 | 0.123 1528052
2 0.624 | 0.186 0.679 | 0.142 0.621 | 0.120 0.791 | 0.088 0.185 | 0.114 1557904
3 0.773 | 0.177 0.570 | 0.162 0.641 | 0.125 0.845 | 0.057 0.084 | 0.073 1548836

3
1 0.533 | 0.118 0.710 | 0.123 0.595 | 0.098 0.677 | 0.092 0.351 | 0.134 1590231
2 0.602 | 0.134 0.663 | 0.116 0.616 | 0.098 0.710 | 0.086 0.283 | 0.124 1600159
3 0.756 | 0.148 0.538 | 0.126 0.610 | 0.103 0.770 | 0.065 0.135 | 0.092 1632090

Table B.2: SBR, subject two, partial dataset, most plans with undefined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.258 | 0.116 1.000 | 0.000 0.388 | 0.131 0.462 | 0.169 0.605 | 0.190 229622
2 0.263 | 0.117 1.000 | 0.000 0.393 | 0.131 0.468 | 0.164 0.599 | 0.184 635004
3 0.252 | 0.110 1.000 | 0.000 0.381 | 0.126 0.454 | 0.165 0.614 | 0.186 557124

2
1 0.287 | 0.054 1.000 | 0.000 0.440 | 0.062 0.406 | 0.096 0.754 | 0.125 564936
2 0.287 | 0.055 1.000 | 0.000 0.441 | 0.062 0.403 | 0.095 0.758 | 0.123 530770
3 0.287 | 0.055 1.000 | 0.000 0.441 | 0.062 0.402 | 0.096 0.760 | 0.124 580439

3
1 0.368 | 0.035 1.000 | 0.000 0.536 | 0.036 0.442 | 0.058 0.816 | 0.090 881584
2 0.368 | 0.034 1.000 | 0.000 0.536 | 0.035 0.440 | 0.055 0.821 | 0.086 858697
3 0.368 | 0.036 1.000 | 0.000 0.537 | 0.037 0.442 | 0.060 0.818 | 0.092 910819

Table B.3: PEC, subject two, partial dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.957 | 0.072 0.886 | 0.138 0.905 | 0.107 0.979 | 0.024 0.009 | 0.016 1197948
2 0.970 | 0.053 0.866 | 0.161 0.912 | 0.102 0.980 | 0.023 0.006 | 0.011 1188977
3 0.976 | 0.042 0.745 | 0.248 0.863 | 0.130 0.967 | 0.030 0.005 | 0.009 1229679

2
1 0.789 | 0.184 0.751 | 0.175 0.744 | 0.140 0.908 | 0.056 0.062 | 0.054 1416776
2 0.883 | 0.143 0.724 | 0.197 0.772 | 0.139 0.927 | 0.048 0.031 | 0.038 1388242
3 0.917 | 0.107 0.639 | 0.233 0.780 | 0.135 0.927 | 0.044 0.019 | 0.025 1449717

3
1 0.754 | 0.202 0.750 | 0.177 0.722 | 0.141 0.902 | 0.056 0.070 | 0.060 1389968
2 0.843 | 0.157 0.734 | 0.183 0.760 | 0.124 0.921 | 0.045 0.042 | 0.044 1465347
3 0.928 | 0.098 0.635 | 0.237 0.779 | 0.138 0.928 | 0.045 0.017 | 0.024 1370352

Table B.4: SBR, subject two, partial dataset, all plans with defined hour

P δ
PPV TPR F1 score ACC FPR

Time (ns)
Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD

1
1 0.250 | 0.111 1.000 | 0.000 0.378 | 0.126 0.453 | 0.167 0.615 | 0.188 240757
2 0.247 | 0.109 1.000 | 0.000 0.376 | 0.126 0.445 | 0.161 0.625 | 0.181 244304
3 0.257 | 0.119 1.000 | 0.000 0.386 | 0.135 0.451 | 0.165 0.618 | 0.185 251132

2
1 0.270 | 0.089 1.000 | 0.000 0.410 | 0.103 0.424 | 0.127 0.689 | 0.160 423821
2 0.271 | 0.095 1.000 | 0.000 0.409 | 0.109 0.425 | 0.133 0.684 | 0.167 395310
3 0.274 | 0.095 1.000 | 0.000 0.413 | 0.107 0.428 | 0.132 0.684 | 0.167 434274

3
1 0.270 | 0.097 1.000 | 0.000 0.407 | 0.111 0.426 | 0.137 0.682 | 0.170 425705
2 0.272 | 0.095 1.000 | 0.000 0.410 | 0.108 0.429 | 0.133 0.679 | 0.165 444754
3 0.275 | 0.090 1.000 | 0.000 0.415 | 0.103 0.430 | 0.125 0.680 | 0.159 427859
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Figure B.2: PR space graphs switching parallel plans (P) and path length (δ) for subject
two using complete dataset where all plans have defined hour.



141

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
7
5

 
m
i
n
 
Y
=
0
.
1
7

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
7
5

 
m
i
n
 
X
=
0
.
1
2

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
7

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 3 | δ = 1

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
8
4

 
m
i
n
 
Y
=
0
.
2
5

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
7
3

 
m
i
n
 
X
=
0

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
7

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 3 | δ = 2

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
9
3

 
m
i
n
 
Y
=
0
.
3
6

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
6
4

 
m
i
n
 
X
=
0

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
7

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 3 | δ = 3

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
7
9

 
m
i
n
 
Y
=
0
.
1
7

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
7
5

 
m
i
n
 
X
=
0
.
1
1

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
7

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 2 | δ = 1

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
8
8

 
m
i
n
 
Y
=
0
.
2
5

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
7
2

 
m
i
n
 
X
=
0

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
7

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 2 | δ = 2
 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
9
2

 
m
i
n
 
Y
=
0
.
5

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
6
4

 
m
i
n
 
X
=
0

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
7

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 2 | δ = 3

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
9
6

 
m
i
n
 
Y
=
0
.
2
5

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
8
9

 
m
i
n
 
X
=
0
.
1
2

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
5

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 1 | δ = 1

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
9
7

 
m
i
n
 
Y
=
0
.
2
5

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
8
7

 
m
i
n
 
X
=
0

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
5

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 1 | δ = 2

 
0
.
1

 
0
.
2

 
0
.
3

 
0
.
4

 
0
.
5

 
0
.
6

 
0
.
7

 
0
.
8

 
0
.
9

 
1

 
0

 
0
.
2

 
0
.
4

 
0
.
6

 
0
.
8

 
1 
P
E
C

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
9
8

 
m
i
n
 
Y
=
0
.
6
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
0
.
7
4

 
m
i
n
 
X
=
0

 
S
B
R

 
m
a
x
 
Y
=
1

 
a
v
g
 
Y
=
0
.
2
6

 
m
i
n
 
Y
=
0
.
1
1

 
m
a
x
 
X
=
1

 
a
v
g
 
X
=
1

 
m
i
n
 
X
=
1

Precision (PPV)

R
e
c
a
l
l
/
S
e
n
s
i
t
i
v
i
t
y
 
(
T
P
R
)

S
B
R

P
E
C

P = 1 | δ = 3

Figure B.4: PR space graphs switching parallel plans (P) and path length (δ) for subject
two using partial dataset where all plans have defined hour.
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Figure B.6: ROC space graphs switching parallel plans (P) and path length (δ) for subject
two using complete dataset where all plans have defined hour.
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Figure B.8: ROC space graphs switching parallel plans (P) and path length (δ) for subject
two using partial dataset where all plans have defined hour.
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APPENDIX C – GENERATED PLAN LIBRARIES – TABLES AND

GRAPHS

Table C.1: PEC results for generated simulations based on following parameters: P=1,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.988 | 0.021 0.885 | 0.124 0.929 | 0.071 0.995 | 0.005 0.001 | 0.002 605000
30 0.994 | 0.012 0.995 | 0.010 0.994 | 0.012 0.999 | 0.001 0.001 | 0.001 272500
50 0.989 | 0.021 0.993 | 0.015 0.990 | 0.018 0.999 | 0.002 0.001 | 0.002 285000

8
10 0.968 | 0.044 0.970 | 0.047 0.968 | 0.038 0.996 | 0.004 0.002 | 0.003 474286
30 0.979 | 0.032 0.984 | 0.028 0.981 | 0.027 0.998 | 0.003 0.002 | 0.003 311429
50 0.997 | 0.005 0.994 | 0.011 0.995 | 0.008 1.000 | 0.001 0.000 | 0.000 234286

11
10 0.992 | 0.015 0.978 | 0.034 0.984 | 0.023 0.998 | 0.002 0.001 | 0.001 482000
30 0.977 | 0.028 0.997 | 0.006 0.987 | 0.016 0.998 | 0.002 0.002 | 0.002 222000
50 0.995 | 0.009 0.999 | 0.002 0.997 | 0.006 1.000 | 0.001 0.000 | 0.001 217000

50

5
10 0.993 | 0.014 0.880 | 0.146 0.924 | 0.090 0.997 | 0.003 0.000 | 0.000 955000
30 0.968 | 0.049 0.948 | 0.084 0.953 | 0.058 0.998 | 0.003 0.001 | 0.002 467500
50 0.986 | 0.025 0.970 | 0.053 0.976 | 0.039 0.999 | 0.002 0.001 | 0.001 417500

8
10 0.959 | 0.057 0.907 | 0.087 0.929 | 0.055 0.997 | 0.003 0.002 | 0.002 1025714
30 0.963 | 0.047 0.977 | 0.038 0.969 | 0.035 0.998 | 0.002 0.001 | 0.002 425714
50 0.974 | 0.037 0.984 | 0.028 0.978 | 0.029 0.999 | 0.002 0.001 | 0.001 315714

11
10 0.976 | 0.033 0.939 | 0.055 0.956 | 0.032 0.998 | 0.001 0.001 | 0.001 896000
30 0.978 | 0.029 0.987 | 0.023 0.982 | 0.021 0.999 | 0.001 0.001 | 0.001 426000
50 0.970 | 0.034 0.998 | 0.004 0.983 | 0.018 0.999 | 0.001 0.001 | 0.001 327000

75

5
10 0.989 | 0.020 0.775 | 0.131 0.856 | 0.076 0.997 | 0.002 0.000 | 0.000 1362500
30 0.965 | 0.056 0.945 | 0.086 0.951 | 0.063 0.998 | 0.002 0.001 | 0.001 597500
50 0.992 | 0.015 0.960 | 0.067 0.973 | 0.042 0.999 | 0.001 0.000 | 0.000 395000

8
10 0.983 | 0.029 0.890 | 0.097 0.930 | 0.057 0.998 | 0.001 0.000 | 0.001 1310000
30 0.976 | 0.037 0.970 | 0.049 0.972 | 0.036 0.999 | 0.001 0.001 | 0.001 617143
50 0.972 | 0.037 0.986 | 0.026 0.978 | 0.026 0.999 | 0.001 0.001 | 0.001 405714

11
10 0.976 | 0.032 0.926 | 0.052 0.949 | 0.027 0.998 | 0.001 0.001 | 0.001 1369000
30 0.983 | 0.024 0.971 | 0.042 0.976 | 0.026 0.999 | 0.001 0.000 | 0.001 589000
50 0.975 | 0.032 0.985 | 0.025 0.979 | 0.021 0.999 | 0.001 0.001 | 0.001 418000

100

5
10 0.953 | 0.077 0.698 | 0.186 0.782 | 0.149 0.996 | 0.002 0.001 | 0.001 2022500
30 0.995 | 0.010 0.948 | 0.085 0.966 | 0.052 0.999 | 0.001 0.000 | 0.000 712500
50 0.989 | 0.021 0.965 | 0.060 0.974 | 0.041 0.999 | 0.001 0.000 | 0.000 527500

8
10 0.971 | 0.042 0.867 | 0.069 0.913 | 0.047 0.998 | 0.001 0.000 | 0.001 1777143
30 0.957 | 0.054 0.960 | 0.058 0.957 | 0.046 0.999 | 0.001 0.001 | 0.001 737143
50 0.987 | 0.022 0.984 | 0.028 0.985 | 0.023 1.000 | 0.001 0.000 | 0.000 515714

11
10 0.982 | 0.027 0.930 | 0.056 0.954 | 0.030 0.999 | 0.001 0.000 | 0.000 1834000
30 0.996 | 0.007 0.975 | 0.038 0.985 | 0.022 1.000 | 0.000 0.000 | 0.000 733000
50 0.992 | 0.014 0.983 | 0.028 0.987 | 0.019 1.000 | 0.000 0.000 | 0.000 471000
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Table C.2: PEC results for generated simulations based on following parameters: P=2,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.937 | 0.074 0.792 | 0.120 0.849 | 0.090 0.980 | 0.011 0.005 | 0.006 1107500
30 0.993 | 0.012 0.960 | 0.047 0.975 | 0.027 0.996 | 0.004 0.001 | 0.002 650893
50 0.971 | 0.042 0.931 | 0.078 0.945 | 0.048 0.992 | 0.007 0.003 | 0.005 547857

8
10 0.960 | 0.041 0.927 | 0.058 0.941 | 0.044 0.991 | 0.007 0.004 | 0.004 975101
30 0.971 | 0.034 0.959 | 0.060 0.960 | 0.044 0.994 | 0.006 0.003 | 0.003 557637
50 0.996 | 0.008 0.942 | 0.039 0.967 | 0.023 0.995 | 0.003 0.000 | 0.001 647088

11
10 0.985 | 0.023 0.955 | 0.050 0.968 | 0.032 0.995 | 0.005 0.002 | 0.003 847798
30 0.980 | 0.027 0.958 | 0.044 0.965 | 0.032 0.995 | 0.005 0.002 | 0.003 598711
50 0.997 | 0.005 0.975 | 0.039 0.983 | 0.027 0.998 | 0.003 0.000 | 0.000 438395

50

5
10 0.937 | 0.072 0.762 | 0.113 0.833 | 0.092 0.989 | 0.005 0.002 | 0.002 1854702
30 0.941 | 0.064 0.848 | 0.103 0.886 | 0.075 0.992 | 0.005 0.003 | 0.003 986964
50 0.987 | 0.022 0.908 | 0.066 0.944 | 0.041 0.996 | 0.003 0.001 | 0.001 799643

8
10 0.904 | 0.068 0.798 | 0.093 0.843 | 0.072 0.989 | 0.005 0.004 | 0.003 1886868
30 0.955 | 0.044 0.921 | 0.061 0.934 | 0.047 0.995 | 0.004 0.002 | 0.002 862179
50 0.959 | 0.040 0.937 | 0.057 0.945 | 0.042 0.995 | 0.003 0.002 | 0.002 704176

11
10 0.916 | 0.061 0.872 | 0.052 0.891 | 0.043 0.992 | 0.004 0.004 | 0.003 1704158
30 0.968 | 0.032 0.943 | 0.040 0.953 | 0.031 0.996 | 0.002 0.002 | 0.002 854249
50 0.960 | 0.036 0.975 | 0.025 0.967 | 0.023 0.997 | 0.002 0.002 | 0.002 710208

75

5
10 0.899 | 0.101 0.659 | 0.123 0.751 | 0.106 0.990 | 0.004 0.002 | 0.002 2570655
30 0.950 | 0.061 0.827 | 0.096 0.878 | 0.068 0.994 | 0.003 0.001 | 0.002 1186429
50 0.986 | 0.024 0.858 | 0.081 0.914 | 0.047 0.996 | 0.002 0.000 | 0.001 945179

8
10 0.882 | 0.079 0.778 | 0.088 0.822 | 0.069 0.992 | 0.003 0.003 | 0.002 2478306
30 0.955 | 0.048 0.892 | 0.064 0.919 | 0.050 0.996 | 0.002 0.001 | 0.002 1131832
50 0.971 | 0.036 0.934 | 0.046 0.951 | 0.031 0.997 | 0.002 0.001 | 0.001 906978

11
10 0.930 | 0.055 0.837 | 0.084 0.877 | 0.063 0.994 | 0.003 0.002 | 0.001 2330854
30 0.977 | 0.027 0.921 | 0.036 0.947 | 0.024 0.997 | 0.001 0.001 | 0.001 1125268
50 0.961 | 0.032 0.951 | 0.045 0.953 | 0.035 0.997 | 0.002 0.001 | 0.001 817830

100

5
10 0.845 | 0.135 0.551 | 0.127 0.657 | 0.125 0.991 | 0.003 0.002 | 0.002 3514107
30 0.980 | 0.034 0.812 | 0.083 0.883 | 0.062 0.996 | 0.002 0.000 | 0.001 1445000
50 0.980 | 0.031 0.864 | 0.075 0.916 | 0.046 0.997 | 0.002 0.000 | 0.001 1030179

8
10 0.896 | 0.092 0.721 | 0.110 0.794 | 0.098 0.994 | 0.003 0.002 | 0.001 3302747
30 0.949 | 0.046 0.888 | 0.059 0.914 | 0.050 0.997 | 0.002 0.001 | 0.001 1344725
50 0.977 | 0.029 0.922 | 0.041 0.948 | 0.027 0.998 | 0.001 0.001 | 0.001 1043727

11
10 0.938 | 0.045 0.818 | 0.078 0.869 | 0.054 0.995 | 0.002 0.001 | 0.001 3031313
30 0.981 | 0.025 0.926 | 0.036 0.952 | 0.025 0.998 | 0.001 0.000 | 0.001 1315395
50 0.987 | 0.019 0.929 | 0.041 0.954 | 0.029 0.998 | 0.001 0.000 | 0.000 933026
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Table C.3: PEC results for generated simulations based on following parameters: P=3,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.910 | 0.070 0.726 | 0.113 0.799 | 0.084 0.966 | 0.014 0.008 | 0.008 1323732
30 0.997 | 0.005 0.944 | 0.056 0.968 | 0.031 0.994 | 0.005 0.000 | 0.001 698328
50 0.987 | 0.023 0.921 | 0.069 0.949 | 0.046 0.990 | 0.009 0.002 | 0.003 757045

8
10 0.960 | 0.042 0.874 | 0.074 0.912 | 0.054 0.983 | 0.010 0.005 | 0.005 1142979
30 0.967 | 0.037 0.930 | 0.089 0.938 | 0.068 0.991 | 0.009 0.003 | 0.004 615487
50 0.996 | 0.007 0.914 | 0.055 0.950 | 0.035 0.990 | 0.007 0.001 | 0.001 730897

11
10 0.996 | 0.008 0.930 | 0.057 0.960 | 0.033 0.994 | 0.005 0.000 | 0.001 840305
30 0.987 | 0.015 0.943 | 0.040 0.962 | 0.024 0.992 | 0.005 0.002 | 0.002 779858
50 1.000 | 0.000 0.951 | 0.075 0.969 | 0.048 0.995 | 0.008 0.000 | 0.000 509839

50

5
10 0.899 | 0.090 0.682 | 0.124 0.769 | 0.105 0.981 | 0.008 0.004 | 0.003 2320626
30 0.948 | 0.054 0.833 | 0.084 0.883 | 0.058 0.989 | 0.005 0.003 | 0.003 1233273
50 0.985 | 0.024 0.833 | 0.096 0.897 | 0.067 0.990 | 0.006 0.001 | 0.002 1012788

8
10 0.835 | 0.083 0.680 | 0.112 0.744 | 0.096 0.978 | 0.007 0.007 | 0.003 2415905
30 0.960 | 0.037 0.903 | 0.067 0.927 | 0.044 0.992 | 0.004 0.003 | 0.003 1143031
50 0.959 | 0.035 0.933 | 0.053 0.944 | 0.037 0.994 | 0.004 0.003 | 0.002 929375

11
10 0.871 | 0.070 0.804 | 0.067 0.832 | 0.059 0.984 | 0.005 0.007 | 0.004 2246629
30 0.963 | 0.034 0.925 | 0.045 0.942 | 0.035 0.994 | 0.004 0.003 | 0.002 1107689
50 0.950 | 0.041 0.952 | 0.034 0.949 | 0.029 0.994 | 0.003 0.004 | 0.003 931262

75

5
10 0.839 | 0.123 0.548 | 0.105 0.652 | 0.098 0.982 | 0.005 0.004 | 0.003 3182197
30 0.943 | 0.062 0.787 | 0.097 0.852 | 0.068 0.991 | 0.004 0.002 | 0.002 1520985
50 0.982 | 0.030 0.771 | 0.102 0.857 | 0.069 0.992 | 0.004 0.001 | 0.001 1150227

8
10 0.842 | 0.092 0.673 | 0.121 0.740 | 0.102 0.985 | 0.005 0.005 | 0.003 3212126
30 0.951 | 0.044 0.858 | 0.071 0.899 | 0.053 0.993 | 0.004 0.002 | 0.002 1460459
50 0.977 | 0.028 0.902 | 0.044 0.936 | 0.028 0.996 | 0.002 0.001 | 0.001 1114648

11
10 0.874 | 0.086 0.754 | 0.088 0.807 | 0.080 0.989 | 0.004 0.004 | 0.002 3168019
30 0.973 | 0.027 0.918 | 0.028 0.944 | 0.021 0.996 | 0.002 0.001 | 0.001 1441067
50 0.970 | 0.024 0.953 | 0.030 0.961 | 0.021 0.997 | 0.002 0.001 | 0.001 1085123

100

5
10 0.807 | 0.144 0.452 | 0.107 0.567 | 0.102 0.984 | 0.003 0.003 | 0.002 4515025
30 0.961 | 0.051 0.774 | 0.089 0.853 | 0.065 0.994 | 0.003 0.001 | 0.001 1823182
50 0.978 | 0.033 0.806 | 0.094 0.877 | 0.065 0.994 | 0.003 0.001 | 0.001 1349470

8
10 0.834 | 0.106 0.630 | 0.105 0.711 | 0.099 0.988 | 0.004 0.003 | 0.002 4387130
30 0.949 | 0.032 0.867 | 0.065 0.903 | 0.048 0.995 | 0.002 0.002 | 0.001 1797639
50 0.979 | 0.025 0.885 | 0.042 0.928 | 0.027 0.996 | 0.001 0.001 | 0.001 1335437

11
10 0.897 | 0.062 0.754 | 0.081 0.815 | 0.068 0.992 | 0.003 0.002 | 0.001 4115618
30 0.972 | 0.028 0.883 | 0.047 0.923 | 0.034 0.996 | 0.002 0.001 | 0.001 1761252
50 0.985 | 0.019 0.899 | 0.062 0.935 | 0.042 0.997 | 0.002 0.001 | 0.001 1252194
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Table C.4: SBR results for generated simulations based on following parameters: P=1,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.456 | 0.093 1.000 | 0.000 0.618 | 0.086 0.928 | 0.018 0.075 | 0.019 40000
30 0.774 | 0.115 1.000 | 0.000 0.866 | 0.073 0.977 | 0.015 0.024 | 0.015 17500
50 0.857 | 0.078 1.000 | 0.000 0.920 | 0.047 0.988 | 0.007 0.013 | 0.007 47500

8
10 0.498 | 0.077 1.000 | 0.000 0.658 | 0.069 0.934 | 0.018 0.068 | 0.019 38571
30 0.730 | 0.076 1.000 | 0.000 0.841 | 0.052 0.974 | 0.007 0.027 | 0.008 31429
50 0.832 | 0.077 1.000 | 0.000 0.905 | 0.047 0.986 | 0.007 0.015 | 0.007 50000

11
10 0.497 | 0.078 1.000 | 0.000 0.658 | 0.070 0.935 | 0.013 0.068 | 0.014 77000
30 0.762 | 0.067 1.000 | 0.000 0.862 | 0.043 0.978 | 0.007 0.023 | 0.007 43000
50 0.851 | 0.059 1.000 | 0.000 0.918 | 0.035 0.987 | 0.006 0.013 | 0.006 45000

50

5
10 0.246 | 0.036 1.000 | 0.000 0.393 | 0.046 0.926 | 0.012 0.075 | 0.013 50000
30 0.586 | 0.113 1.000 | 0.000 0.730 | 0.091 0.976 | 0.008 0.024 | 0.008 42500
50 0.694 | 0.120 1.000 | 0.000 0.810 | 0.085 0.983 | 0.007 0.017 | 0.007 42500

8
10 0.216 | 0.024 1.000 | 0.000 0.355 | 0.032 0.917 | 0.010 0.085 | 0.010 94286
30 0.582 | 0.087 1.000 | 0.000 0.730 | 0.068 0.976 | 0.007 0.025 | 0.007 40000
50 0.708 | 0.095 1.000 | 0.000 0.824 | 0.066 0.985 | 0.006 0.016 | 0.006 45714

11
10 0.247 | 0.032 1.000 | 0.000 0.395 | 0.040 0.925 | 0.009 0.077 | 0.009 154000
30 0.584 | 0.067 1.000 | 0.000 0.733 | 0.053 0.975 | 0.005 0.025 | 0.005 87000
50 0.673 | 0.075 1.000 | 0.000 0.801 | 0.054 0.983 | 0.004 0.017 | 0.004 73000

75

5
10 0.171 | 0.029 1.000 | 0.000 0.291 | 0.042 0.923 | 0.011 0.078 | 0.011 80000
30 0.419 | 0.089 1.000 | 0.000 0.583 | 0.088 0.974 | 0.007 0.027 | 0.008 62500
50 0.614 | 0.127 1.000 | 0.000 0.750 | 0.098 0.986 | 0.006 0.015 | 0.006 47500

8
10 0.169 | 0.016 1.000 | 0.000 0.288 | 0.023 0.925 | 0.008 0.076 | 0.008 102857
30 0.434 | 0.076 1.000 | 0.000 0.599 | 0.073 0.973 | 0.006 0.027 | 0.006 50000
50 0.578 | 0.097 1.000 | 0.000 0.725 | 0.078 0.984 | 0.004 0.016 | 0.005 52857

11
10 0.164 | 0.016 1.000 | 0.000 0.281 | 0.023 0.925 | 0.007 0.076 | 0.007 221000
30 0.475 | 0.071 1.000 | 0.000 0.639 | 0.066 0.975 | 0.005 0.025 | 0.005 99000
50 0.592 | 0.068 1.000 | 0.000 0.740 | 0.054 0.985 | 0.003 0.015 | 0.003 105000

100

5
10 0.113 | 0.018 1.000 | 0.000 0.203 | 0.028 0.912 | 0.012 0.088 | 0.012 67500
30 0.346 | 0.071 1.000 | 0.000 0.507 | 0.076 0.974 | 0.005 0.026 | 0.005 50000
50 0.523 | 0.108 1.000 | 0.000 0.677 | 0.093 0.984 | 0.005 0.016 | 0.005 60000

8
10 0.120 | 0.010 1.000 | 0.000 0.214 | 0.015 0.921 | 0.007 0.080 | 0.007 185714
30 0.343 | 0.060 1.000 | 0.000 0.506 | 0.067 0.974 | 0.005 0.027 | 0.005 82857
50 0.502 | 0.082 1.000 | 0.000 0.663 | 0.072 0.984 | 0.004 0.016 | 0.004 62857

11
10 0.127 | 0.013 1.000 | 0.000 0.225 | 0.020 0.921 | 0.007 0.079 | 0.007 329000
30 0.358 | 0.054 1.000 | 0.000 0.524 | 0.059 0.974 | 0.004 0.026 | 0.004 156000
50 0.565 | 0.081 1.000 | 0.000 0.717 | 0.067 0.986 | 0.003 0.014 | 0.003 118000
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Table C.5: SBR results for generated simulations based on following parameters: P=2,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.451 | 0.069 1.000 | 0.000 0.616 | 0.064 0.892 | 0.023 0.117 | 0.025 42143
30 0.783 | 0.101 1.000 | 0.000 0.873 | 0.065 0.968 | 0.017 0.034 | 0.019 33750
50 0.845 | 0.078 1.000 | 0.000 0.913 | 0.047 0.980 | 0.011 0.021 | 0.011 51250

8
10 0.451 | 0.063 1.000 | 0.000 0.617 | 0.060 0.888 | 0.022 0.120 | 0.023 50559
30 0.712 | 0.080 1.000 | 0.000 0.827 | 0.055 0.964 | 0.013 0.039 | 0.015 47308
50 0.783 | 0.061 1.000 | 0.000 0.876 | 0.039 0.972 | 0.009 0.030 | 0.010 45604

11
10 0.455 | 0.076 1.000 | 0.000 0.620 | 0.071 0.903 | 0.031 0.103 | 0.034 92044
30 0.696 | 0.057 1.000 | 0.000 0.819 | 0.040 0.956 | 0.011 0.047 | 0.012 56842
50 0.834 | 0.053 1.000 | 0.000 0.908 | 0.032 0.981 | 0.007 0.021 | 0.008 45184

50

5
10 0.230 | 0.028 1.000 | 0.000 0.372 | 0.037 0.866 | 0.017 0.139 | 0.018 79524
30 0.518 | 0.084 1.000 | 0.000 0.676 | 0.074 0.953 | 0.013 0.049 | 0.013 58036
50 0.647 | 0.085 1.000 | 0.000 0.781 | 0.063 0.971 | 0.009 0.031 | 0.009 75536

8
10 0.211 | 0.027 1.000 | 0.000 0.347 | 0.037 0.856 | 0.017 0.149 | 0.018 119560
30 0.519 | 0.070 1.000 | 0.000 0.679 | 0.061 0.956 | 0.010 0.045 | 0.010 75229
50 0.652 | 0.072 1.000 | 0.000 0.785 | 0.053 0.973 | 0.007 0.028 | 0.007 72756

11
10 0.212 | 0.026 1.000 | 0.000 0.349 | 0.035 0.864 | 0.013 0.140 | 0.014 239079
30 0.504 | 0.072 1.000 | 0.000 0.666 | 0.063 0.954 | 0.010 0.048 | 0.011 111719
50 0.603 | 0.062 1.000 | 0.000 0.750 | 0.049 0.969 | 0.006 0.032 | 0.007 89661

75

5
10 0.160 | 0.022 1.000 | 0.000 0.274 | 0.032 0.869 | 0.015 0.134 | 0.016 125060
30 0.403 | 0.063 1.000 | 0.000 0.570 | 0.064 0.957 | 0.009 0.044 | 0.009 58750
50 0.556 | 0.069 1.000 | 0.000 0.711 | 0.056 0.975 | 0.006 0.026 | 0.006 71786

8
10 0.152 | 0.019 1.000 | 0.000 0.264 | 0.028 0.863 | 0.012 0.140 | 0.012 192436
30 0.370 | 0.044 1.000 | 0.000 0.537 | 0.047 0.951 | 0.007 0.050 | 0.008 94460
50 0.514 | 0.067 1.000 | 0.000 0.675 | 0.059 0.970 | 0.006 0.030 | 0.006 81374

11
10 0.149 | 0.019 1.000 | 0.000 0.258 | 0.029 0.862 | 0.010 0.141 | 0.010 374813
30 0.395 | 0.046 1.000 | 0.000 0.564 | 0.047 0.952 | 0.006 0.049 | 0.007 163771
50 0.543 | 0.066 1.000 | 0.000 0.701 | 0.056 0.973 | 0.005 0.028 | 0.006 121699

100

5
10 0.110 | 0.016 1.000 | 0.000 0.198 | 0.026 0.850 | 0.016 0.152 | 0.016 156964
30 0.332 | 0.053 1.000 | 0.000 0.495 | 0.059 0.956 | 0.009 0.045 | 0.009 81250
50 0.494 | 0.095 1.000 | 0.000 0.654 | 0.084 0.974 | 0.007 0.026 | 0.007 91786

8
10 0.109 | 0.012 1.000 | 0.000 0.197 | 0.019 0.853 | 0.011 0.150 | 0.011 280604
30 0.320 | 0.045 1.000 | 0.000 0.482 | 0.051 0.953 | 0.006 0.048 | 0.006 118462
50 0.449 | 0.067 1.000 | 0.000 0.615 | 0.064 0.971 | 0.006 0.030 | 0.006 107967

11
10 0.111 | 0.015 1.000 | 0.000 0.200 | 0.024 0.857 | 0.011 0.145 | 0.011 465595
30 0.317 | 0.035 1.000 | 0.000 0.479 | 0.040 0.952 | 0.006 0.049 | 0.006 191395
50 0.497 | 0.051 1.000 | 0.000 0.661 | 0.046 0.975 | 0.004 0.026 | 0.004 124874
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Table C.6: SBR results for generated simulations based on following parameters: P=3,
$b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100

$g $d $F
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

5
10 0.432 | 0.066 1.000 | 0.000 0.599 | 0.064 0.855 | 0.029 0.161 | 0.033 65394
30 0.785 | 0.089 1.000 | 0.000 0.876 | 0.055 0.963 | 0.019 0.041 | 0.021 46242
50 0.858 | 0.073 1.000 | 0.000 0.921 | 0.043 0.977 | 0.013 0.026 | 0.014 58485

8
10 0.439 | 0.054 1.000 | 0.000 0.607 | 0.052 0.855 | 0.026 0.160 | 0.029 74722
30 0.712 | 0.076 1.000 | 0.000 0.828 | 0.052 0.957 | 0.020 0.047 | 0.023 48830
50 0.744 | 0.047 1.000 | 0.000 0.852 | 0.031 0.959 | 0.010 0.046 | 0.011 51570

11
10 0.455 | 0.080 1.000 | 0.000 0.619 | 0.074 0.897 | 0.038 0.111 | 0.042 106635
30 0.683 | 0.056 1.000 | 0.000 0.810 | 0.040 0.942 | 0.013 0.065 | 0.014 77517
50 0.805 | 0.054 1.000 | 0.000 0.890 | 0.034 0.974 | 0.010 0.028 | 0.011 64980

50

5
10 0.216 | 0.023 1.000 | 0.000 0.354 | 0.031 0.809 | 0.022 0.201 | 0.024 124354
30 0.502 | 0.063 1.000 | 0.000 0.665 | 0.056 0.935 | 0.015 0.069 | 0.016 77197
50 0.607 | 0.075 1.000 | 0.000 0.751 | 0.058 0.956 | 0.011 0.047 | 0.012 86727

8
10 0.205 | 0.025 1.000 | 0.000 0.339 | 0.035 0.802 | 0.017 0.208 | 0.017 179900
30 0.488 | 0.059 1.000 | 0.000 0.652 | 0.053 0.934 | 0.012 0.069 | 0.012 81495
50 0.628 | 0.067 1.000 | 0.000 0.768 | 0.051 0.962 | 0.009 0.041 | 0.010 81041

11
10 0.204 | 0.023 1.000 | 0.000 0.338 | 0.032 0.810 | 0.016 0.199 | 0.017 310522
30 0.488 | 0.047 1.000 | 0.000 0.654 | 0.043 0.936 | 0.010 0.068 | 0.011 141931
50 0.591 | 0.050 1.000 | 0.000 0.741 | 0.040 0.956 | 0.007 0.046 | 0.007 107617

75

5
10 0.163 | 0.022 1.000 | 0.000 0.280 | 0.032 0.821 | 0.022 0.185 | 0.023 152955
30 0.380 | 0.055 1.000 | 0.000 0.547 | 0.057 0.938 | 0.012 0.065 | 0.012 75303
50 0.528 | 0.067 1.000 | 0.000 0.688 | 0.057 0.963 | 0.008 0.039 | 0.008 86000

8
10 0.149 | 0.016 1.000 | 0.000 0.260 | 0.024 0.807 | 0.014 0.199 | 0.014 232316
30 0.357 | 0.043 1.000 | 0.000 0.524 | 0.046 0.931 | 0.009 0.072 | 0.010 134708
50 0.503 | 0.061 1.000 | 0.000 0.666 | 0.054 0.959 | 0.008 0.043 | 0.008 100739

11
10 0.138 | 0.016 1.000 | 0.000 0.243 | 0.025 0.804 | 0.015 0.202 | 0.016 475909
30 0.379 | 0.036 1.000 | 0.000 0.548 | 0.038 0.934 | 0.008 0.068 | 0.009 207710
50 0.515 | 0.047 1.000 | 0.000 0.678 | 0.041 0.961 | 0.006 0.040 | 0.006 150975

100

5
10 0.113 | 0.016 1.000 | 0.000 0.203 | 0.026 0.793 | 0.020 0.213 | 0.020 179056
30 0.317 | 0.042 1.000 | 0.000 0.479 | 0.048 0.938 | 0.010 0.063 | 0.010 96995
50 0.466 | 0.065 1.000 | 0.000 0.631 | 0.059 0.962 | 0.009 0.039 | 0.009 107076

8
10 0.107 | 0.012 1.000 | 0.000 0.193 | 0.019 0.793 | 0.016 0.213 | 0.016 367814
30 0.309 | 0.039 1.000 | 0.000 0.470 | 0.045 0.932 | 0.008 0.069 | 0.008 147138
50 0.417 | 0.047 1.000 | 0.000 0.586 | 0.047 0.957 | 0.006 0.044 | 0.006 120311

11
10 0.106 | 0.013 1.000 | 0.000 0.191 | 0.021 0.798 | 0.013 0.206 | 0.013 612724
30 0.293 | 0.032 1.000 | 0.000 0.452 | 0.038 0.931 | 0.008 0.070 | 0.008 243112
50 0.455 | 0.042 1.000 | 0.000 0.624 | 0.040 0.963 | 0.005 0.038 | 0.005 161793
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Table C.7: PEC results for generated simulations based on following parameters: P=1,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.995 | 0.008 0.969 | 0.048 0.981 | 0.028 0.998 | 0.002 0.000 | 0.001 1069000
2 0.992 | 0.015 0.978 | 0.034 0.984 | 0.023 0.998 | 0.002 0.001 | 0.001 482000
3 0.963 | 0.039 0.970 | 0.044 0.965 | 0.034 0.996 | 0.003 0.003 | 0.003 421000

2
1 0.987 | 0.020 0.989 | 0.020 0.988 | 0.017 0.999 | 0.002 0.001 | 0.002 304000
2 0.998 | 0.005 1.000 | 0.000 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 153000
3 0.998 | 0.004 1.000 | 0.000 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 151000

3
1 0.977 | 0.028 0.994 | 0.011 0.985 | 0.018 0.998 | 0.002 0.002 | 0.002 205000
2 0.997 | 0.006 1.000 | 0.000 0.998 | 0.003 1.000 | 0.000 0.000 | 0.000 141000
3 1.000 | 0.000 0.996 | 0.008 0.998 | 0.004 1.000 | 0.000 0.000 | 0.000 113000

50

1
1 0.945 | 0.049 0.870 | 0.073 0.903 | 0.045 0.995 | 0.002 0.002 | 0.002 2110000
2 0.976 | 0.033 0.939 | 0.055 0.956 | 0.032 0.998 | 0.001 0.001 | 0.001 896000
3 0.982 | 0.026 0.989 | 0.020 0.985 | 0.019 0.999 | 0.001 0.001 | 0.001 687000

2
1 0.975 | 0.033 0.983 | 0.029 0.978 | 0.025 0.999 | 0.002 0.001 | 0.001 535000
2 0.979 | 0.027 0.996 | 0.008 0.987 | 0.015 0.999 | 0.001 0.001 | 0.001 264000
3 0.993 | 0.012 1.000 | 0.000 0.996 | 0.006 1.000 | 0.000 0.000 | 0.000 167000

3
1 0.976 | 0.033 0.989 | 0.020 0.982 | 0.022 0.999 | 0.001 0.001 | 0.001 280000
2 0.998 | 0.005 1.000 | 0.000 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 179000
3 0.999 | 0.002 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 180000

75

1
1 0.943 | 0.060 0.858 | 0.067 0.896 | 0.052 0.997 | 0.002 0.001 | 0.001 2934000
2 0.976 | 0.032 0.926 | 0.052 0.949 | 0.027 0.998 | 0.001 0.001 | 0.001 1369000
3 0.994 | 0.010 0.980 | 0.032 0.987 | 0.019 1.000 | 0.001 0.000 | 0.000 947000

2
1 0.981 | 0.027 0.964 | 0.048 0.971 | 0.028 0.999 | 0.001 0.000 | 0.001 638000
2 0.990 | 0.017 0.990 | 0.018 0.990 | 0.016 1.000 | 0.001 0.000 | 0.000 303000
3 0.992 | 0.013 0.996 | 0.008 0.994 | 0.010 1.000 | 0.000 0.000 | 0.000 203000

3
1 0.986 | 0.022 0.991 | 0.016 0.988 | 0.017 1.000 | 0.001 0.000 | 0.001 352000
2 0.996 | 0.008 0.998 | 0.004 0.997 | 0.006 1.000 | 0.000 0.000 | 0.000 170000
3 0.999 | 0.002 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 163000

100

1
1 0.976 | 0.036 0.847 | 0.081 0.904 | 0.052 0.998 | 0.001 0.000 | 0.001 3591000
2 0.982 | 0.027 0.930 | 0.056 0.954 | 0.030 0.999 | 0.001 0.000 | 0.000 1834000
3 0.986 | 0.022 0.940 | 0.056 0.961 | 0.032 0.999 | 0.001 0.000 | 0.000 1292000

2
1 0.979 | 0.029 0.966 | 0.050 0.971 | 0.031 0.999 | 0.001 0.000 | 0.001 915000
2 0.969 | 0.033 0.978 | 0.035 0.973 | 0.025 0.999 | 0.001 0.001 | 0.001 361000
3 0.983 | 0.023 0.998 | 0.004 0.990 | 0.013 1.000 | 0.000 0.000 | 0.000 232000

3
1 0.979 | 0.031 0.972 | 0.040 0.975 | 0.028 0.999 | 0.001 0.000 | 0.001 464000
2 0.993 | 0.013 0.999 | 0.002 0.996 | 0.007 1.000 | 0.000 0.000 | 0.000 180000
3 0.999 | 0.003 0.999 | 0.002 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 178000
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Table C.8: PEC results for generated simulations based on following parameters: P=2,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.968 | 0.042 0.898 | 0.092 0.927 | 0.066 0.990 | 0.009 0.003 | 0.003 1630281
2 0.985 | 0.023 0.955 | 0.050 0.968 | 0.032 0.995 | 0.005 0.002 | 0.003 847798
3 0.931 | 0.054 0.929 | 0.056 0.928 | 0.048 0.988 | 0.008 0.007 | 0.005 795936

2
1 0.993 | 0.011 0.976 | 0.026 0.984 | 0.018 0.997 | 0.003 0.001 | 0.001 736058
2 0.997 | 0.006 0.987 | 0.017 0.992 | 0.010 0.999 | 0.002 0.000 | 0.001 370871
3 1.000 | 0.000 0.992 | 0.012 0.996 | 0.006 0.999 | 0.001 0.000 | 0.000 281947

3
1 0.973 | 0.028 0.957 | 0.031 0.963 | 0.025 0.993 | 0.004 0.003 | 0.003 985000
2 0.984 | 0.019 0.995 | 0.009 0.989 | 0.010 0.998 | 0.002 0.001 | 0.002 297363
3 0.997 | 0.005 0.992 | 0.012 0.994 | 0.007 0.999 | 0.001 0.000 | 0.000 237816

50

1
1 0.817 | 0.107 0.695 | 0.129 0.741 | 0.115 0.982 | 0.007 0.007 | 0.004 3614234
2 0.916 | 0.061 0.872 | 0.052 0.891 | 0.043 0.992 | 0.004 0.004 | 0.003 1704158
3 0.973 | 0.031 0.917 | 0.043 0.943 | 0.029 0.996 | 0.002 0.001 | 0.001 1283640

2
1 0.941 | 0.040 0.894 | 0.048 0.914 | 0.038 0.993 | 0.003 0.003 | 0.002 1881447
2 0.972 | 0.028 0.971 | 0.022 0.971 | 0.020 0.998 | 0.002 0.001 | 0.001 618608
3 0.987 | 0.017 0.986 | 0.016 0.986 | 0.011 0.999 | 0.001 0.001 | 0.001 386190

3
1 0.977 | 0.022 0.946 | 0.039 0.960 | 0.025 0.997 | 0.002 0.001 | 0.001 1386956
2 0.985 | 0.018 0.983 | 0.017 0.984 | 0.013 0.999 | 0.001 0.001 | 0.001 391035
3 0.994 | 0.010 0.997 | 0.005 0.995 | 0.006 1.000 | 0.001 0.000 | 0.000 253289

75

1
1 0.799 | 0.116 0.661 | 0.115 0.717 | 0.110 0.987 | 0.005 0.005 | 0.003 5317988
2 0.930 | 0.055 0.837 | 0.084 0.877 | 0.063 0.994 | 0.003 0.002 | 0.001 2330854
3 0.980 | 0.026 0.898 | 0.052 0.935 | 0.033 0.997 | 0.001 0.001 | 0.001 1712962

2
1 0.940 | 0.036 0.898 | 0.051 0.915 | 0.040 0.995 | 0.002 0.002 | 0.001 2404233
2 0.982 | 0.021 0.942 | 0.028 0.961 | 0.020 0.998 | 0.001 0.001 | 0.001 883123
3 0.973 | 0.022 0.979 | 0.019 0.976 | 0.017 0.999 | 0.001 0.001 | 0.001 491412

3
1 0.978 | 0.023 0.923 | 0.027 0.950 | 0.021 0.997 | 0.001 0.001 | 0.001 2415842
2 0.982 | 0.018 0.978 | 0.016 0.980 | 0.012 0.999 | 0.001 0.000 | 0.001 496763
3 0.993 | 0.011 0.992 | 0.011 0.993 | 0.008 1.000 | 0.000 0.000 | 0.000 305689

100

1
1 0.795 | 0.133 0.618 | 0.136 0.689 | 0.134 0.990 | 0.004 0.003 | 0.002 6799351
2 0.938 | 0.045 0.818 | 0.078 0.869 | 0.054 0.995 | 0.002 0.001 | 0.001 3031313
3 0.934 | 0.048 0.865 | 0.064 0.894 | 0.048 0.996 | 0.002 0.001 | 0.001 2135500

2
1 0.945 | 0.037 0.881 | 0.053 0.910 | 0.038 0.996 | 0.001 0.001 | 0.001 3386237
2 0.961 | 0.032 0.945 | 0.027 0.953 | 0.026 0.998 | 0.001 0.001 | 0.001 1085567
3 0.974 | 0.022 0.959 | 0.029 0.966 | 0.018 0.999 | 0.001 0.001 | 0.000 696009

3
1 0.952 | 0.033 0.910 | 0.035 0.930 | 0.028 0.997 | 0.001 0.001 | 0.001 3044017
2 0.972 | 0.025 0.977 | 0.014 0.974 | 0.014 0.999 | 0.001 0.001 | 0.001 585360
3 0.991 | 0.013 0.989 | 0.014 0.990 | 0.010 1.000 | 0.000 0.000 | 0.000 374304
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Table C.9: PEC results for generated simulations based on following parameters: P=3,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.958 | 0.054 0.869 | 0.101 0.908 | 0.079 0.986 | 0.013 0.003 | 0.004 1810098
2 0.996 | 0.008 0.930 | 0.057 0.960 | 0.033 0.994 | 0.005 0.000 | 0.001 840305
3 0.934 | 0.059 0.903 | 0.054 0.916 | 0.045 0.984 | 0.009 0.008 | 0.007 931409

2
1 0.988 | 0.018 0.960 | 0.038 0.974 | 0.025 0.995 | 0.005 0.002 | 0.002 1026496
2 0.999 | 0.001 0.970 | 0.031 0.984 | 0.016 0.997 | 0.003 0.000 | 0.000 415745
3 1.000 | 0.000 0.986 | 0.017 0.993 | 0.009 0.999 | 0.001 0.000 | 0.000 319222

3
1 0.943 | 0.048 0.906 | 0.067 0.922 | 0.054 0.982 | 0.013 0.009 | 0.008 1722839
2 0.979 | 0.022 0.980 | 0.018 0.979 | 0.016 0.997 | 0.003 0.002 | 0.002 367649
3 0.994 | 0.010 0.981 | 0.016 0.988 | 0.010 0.998 | 0.002 0.000 | 0.001 278117

50

1
1 0.688 | 0.136 0.493 | 0.130 0.566 | 0.127 0.960 | 0.010 0.013 | 0.006 5317516
2 0.871 | 0.070 0.804 | 0.067 0.832 | 0.059 0.984 | 0.005 0.007 | 0.004 2246629
3 0.957 | 0.039 0.854 | 0.052 0.901 | 0.036 0.991 | 0.003 0.002 | 0.002 1591080

2
1 0.890 | 0.065 0.795 | 0.107 0.835 | 0.080 0.982 | 0.008 0.007 | 0.004 3496524
2 0.966 | 0.030 0.947 | 0.036 0.956 | 0.029 0.996 | 0.003 0.002 | 0.001 776142
3 0.991 | 0.014 0.974 | 0.023 0.982 | 0.015 0.998 | 0.001 0.000 | 0.001 484009

3
1 0.933 | 0.057 0.879 | 0.103 0.900 | 0.081 0.989 | 0.009 0.004 | 0.004 2753750
2 0.972 | 0.024 0.950 | 0.026 0.960 | 0.021 0.997 | 0.002 0.001 | 0.001 599954
3 0.986 | 0.016 0.987 | 0.015 0.986 | 0.013 0.999 | 0.001 0.001 | 0.001 302731

75

1
1 0.734 | 0.125 0.500 | 0.119 0.585 | 0.115 0.975 | 0.006 0.007 | 0.004 7957823
2 0.874 | 0.086 0.754 | 0.088 0.807 | 0.080 0.989 | 0.004 0.004 | 0.002 3168019
3 0.967 | 0.037 0.836 | 0.071 0.894 | 0.050 0.994 | 0.003 0.001 | 0.001 2139999

2
1 0.863 | 0.064 0.797 | 0.092 0.825 | 0.072 0.987 | 0.005 0.006 | 0.003 5134709
2 0.962 | 0.036 0.879 | 0.046 0.916 | 0.030 0.995 | 0.002 0.001 | 0.001 1348029
3 0.970 | 0.026 0.943 | 0.028 0.956 | 0.022 0.998 | 0.001 0.001 | 0.001 687975

3
1 0.905 | 0.053 0.788 | 0.088 0.839 | 0.067 0.988 | 0.004 0.004 | 0.002 6495734
2 0.967 | 0.027 0.946 | 0.031 0.955 | 0.021 0.998 | 0.001 0.001 | 0.001 794895
3 0.986 | 0.017 0.982 | 0.016 0.984 | 0.013 0.999 | 0.001 0.000 | 0.000 366663

100

1
1 0.732 | 0.133 0.436 | 0.116 0.539 | 0.121 0.980 | 0.004 0.004 | 0.002 10363800
2 0.897 | 0.062 0.754 | 0.081 0.815 | 0.068 0.992 | 0.003 0.002 | 0.001 4115618
3 0.909 | 0.055 0.817 | 0.053 0.858 | 0.044 0.994 | 0.002 0.002 | 0.001 2876787

2
1 0.832 | 0.072 0.729 | 0.094 0.772 | 0.073 0.988 | 0.004 0.005 | 0.002 7439297
2 0.938 | 0.040 0.892 | 0.039 0.913 | 0.030 0.996 | 0.001 0.001 | 0.001 1652656
3 0.959 | 0.023 0.929 | 0.032 0.943 | 0.019 0.998 | 0.001 0.001 | 0.001 915113

3
1 0.833 | 0.068 0.749 | 0.097 0.784 | 0.078 0.987 | 0.004 0.006 | 0.003 9143203
2 0.947 | 0.034 0.935 | 0.026 0.940 | 0.022 0.998 | 0.001 0.001 | 0.001 1000641
3 0.983 | 0.015 0.981 | 0.016 0.982 | 0.011 0.999 | 0.000 0.000 | 0.000 477340
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Table C.10: SBR results for generated simulations based on following parameters: P=1,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.196 | 0.017 1.000 | 0.000 0.328 | 0.024 0.819 | 0.018 0.189 | 0.018 152000
2 0.497 | 0.078 1.000 | 0.000 0.658 | 0.070 0.935 | 0.013 0.068 | 0.014 77000
3 0.575 | 0.069 1.000 | 0.000 0.726 | 0.056 0.950 | 0.012 0.052 | 0.012 66000

2
1 0.673 | 0.066 1.000 | 0.000 0.802 | 0.047 0.968 | 0.007 0.034 | 0.007 42000
2 0.907 | 0.060 1.000 | 0.000 0.950 | 0.033 0.992 | 0.005 0.009 | 0.006 21000
3 0.974 | 0.031 1.000 | 0.000 0.986 | 0.016 0.998 | 0.002 0.002 | 0.003 26000

3
1 0.869 | 0.059 1.000 | 0.000 0.928 | 0.034 0.989 | 0.005 0.011 | 0.005 32000
2 0.981 | 0.025 1.000 | 0.000 0.990 | 0.013 0.998 | 0.002 0.002 | 0.002 19000
3 0.993 | 0.013 1.000 | 0.000 0.996 | 0.007 0.999 | 0.001 0.001 | 0.001 23000

50

1
1 0.107 | 0.006 1.000 | 0.000 0.193 | 0.010 0.826 | 0.011 0.178 | 0.011 346000
2 0.247 | 0.032 1.000 | 0.000 0.395 | 0.040 0.925 | 0.009 0.077 | 0.009 154000
3 0.329 | 0.044 1.000 | 0.000 0.492 | 0.049 0.949 | 0.007 0.052 | 0.007 134000

2
1 0.466 | 0.064 1.000 | 0.000 0.632 | 0.060 0.966 | 0.006 0.035 | 0.006 102000
2 0.810 | 0.057 1.000 | 0.000 0.894 | 0.035 0.992 | 0.003 0.008 | 0.003 37000
3 0.923 | 0.055 1.000 | 0.000 0.958 | 0.030 0.997 | 0.002 0.003 | 0.002 35000

3
1 0.758 | 0.066 1.000 | 0.000 0.860 | 0.043 0.988 | 0.003 0.012 | 0.004 39000
2 0.962 | 0.033 1.000 | 0.000 0.980 | 0.017 0.998 | 0.001 0.002 | 0.001 33000
3 0.991 | 0.016 1.000 | 0.000 0.995 | 0.008 1.000 | 0.001 0.000 | 0.001 30000

75

1
1 0.076 | 0.006 1.000 | 0.000 0.141 | 0.010 0.826 | 0.010 0.176 | 0.010 592000
2 0.164 | 0.016 1.000 | 0.000 0.281 | 0.023 0.925 | 0.007 0.076 | 0.007 221000
3 0.267 | 0.044 1.000 | 0.000 0.419 | 0.055 0.947 | 0.007 0.053 | 0.007 165000

2
1 0.382 | 0.061 1.000 | 0.000 0.549 | 0.063 0.969 | 0.005 0.032 | 0.005 113000
2 0.760 | 0.078 1.000 | 0.000 0.860 | 0.051 0.992 | 0.003 0.008 | 0.003 44000
3 0.877 | 0.058 1.000 | 0.000 0.933 | 0.034 0.996 | 0.002 0.004 | 0.002 40000

3
1 0.667 | 0.074 1.000 | 0.000 0.797 | 0.054 0.988 | 0.003 0.012 | 0.003 71000
2 0.943 | 0.039 1.000 | 0.000 0.970 | 0.021 0.998 | 0.001 0.002 | 0.001 43000
3 0.986 | 0.020 1.000 | 0.000 0.993 | 0.010 1.000 | 0.001 0.000 | 0.001 35000

100

1
1 0.059 | 0.003 1.000 | 0.000 0.112 | 0.005 0.835 | 0.009 0.167 | 0.009 632000
2 0.127 | 0.013 1.000 | 0.000 0.225 | 0.020 0.921 | 0.007 0.079 | 0.007 329000
3 0.185 | 0.020 1.000 | 0.000 0.311 | 0.028 0.948 | 0.005 0.052 | 0.005 228000

2
1 0.279 | 0.038 1.000 | 0.000 0.434 | 0.046 0.966 | 0.005 0.034 | 0.005 188000
2 0.684 | 0.078 1.000 | 0.000 0.808 | 0.056 0.992 | 0.002 0.008 | 0.002 73000
3 0.840 | 0.068 1.000 | 0.000 0.911 | 0.041 0.996 | 0.002 0.004 | 0.002 65000

3
1 0.563 | 0.077 1.000 | 0.000 0.716 | 0.063 0.986 | 0.003 0.014 | 0.003 101000
2 0.935 | 0.046 1.000 | 0.000 0.965 | 0.025 0.999 | 0.001 0.001 | 0.001 73000
3 0.975 | 0.030 1.000 | 0.000 0.987 | 0.015 0.999 | 0.001 0.001 | 0.001 37000
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Table C.11: SBR results for generated simulations based on following parameters: P=2,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.200 | 0.015 1.000 | 0.000 0.332 | 0.021 0.738 | 0.071 0.281 | 0.080 184243
2 0.455 | 0.076 1.000 | 0.000 0.620 | 0.071 0.903 | 0.031 0.103 | 0.034 92044
3 0.507 | 0.059 1.000 | 0.000 0.669 | 0.052 0.916 | 0.016 0.090 | 0.017 109096

2
1 0.558 | 0.132 1.000 | 0.000 0.705 | 0.109 0.912 | 0.058 0.095 | 0.064 97512
2 0.814 | 0.085 1.000 | 0.000 0.894 | 0.052 0.979 | 0.011 0.022 | 0.011 40690
3 0.884 | 0.070 1.000 | 0.000 0.936 | 0.040 0.989 | 0.007 0.012 | 0.007 34822

3
1 0.501 | 0.043 1.000 | 0.000 0.666 | 0.038 0.880 | 0.017 0.130 | 0.018 146921
2 0.864 | 0.044 1.000 | 0.000 0.926 | 0.025 0.987 | 0.005 0.013 | 0.005 49789
3 0.917 | 0.046 1.000 | 0.000 0.956 | 0.025 0.993 | 0.004 0.008 | 0.004 36529

50

1
1 0.111 | 0.008 1.000 | 0.000 0.200 | 0.012 0.676 | 0.021 0.337 | 0.022 489047
2 0.212 | 0.026 1.000 | 0.000 0.349 | 0.035 0.864 | 0.013 0.140 | 0.014 239079
3 0.282 | 0.034 1.000 | 0.000 0.438 | 0.042 0.908 | 0.012 0.095 | 0.013 169249

2
1 0.245 | 0.021 1.000 | 0.000 0.393 | 0.027 0.843 | 0.014 0.164 | 0.014 289000
2 0.544 | 0.078 1.000 | 0.000 0.698 | 0.063 0.967 | 0.007 0.034 | 0.008 91924
3 0.750 | 0.077 1.000 | 0.000 0.854 | 0.049 0.987 | 0.005 0.014 | 0.005 46617

3
1 0.414 | 0.145 1.000 | 0.000 0.564 | 0.124 0.895 | 0.037 0.109 | 0.039 220751
2 0.741 | 0.054 1.000 | 0.000 0.849 | 0.036 0.985 | 0.004 0.015 | 0.004 69614
3 0.886 | 0.043 1.000 | 0.000 0.939 | 0.024 0.995 | 0.002 0.005 | 0.002 62433

75

1
1 0.076 | 0.005 1.000 | 0.000 0.141 | 0.009 0.670 | 0.018 0.339 | 0.018 804640
2 0.149 | 0.019 1.000 | 0.000 0.258 | 0.029 0.862 | 0.010 0.141 | 0.010 374813
3 0.207 | 0.033 1.000 | 0.000 0.342 | 0.045 0.905 | 0.013 0.097 | 0.013 239480

2
1 0.196 | 0.020 1.000 | 0.000 0.328 | 0.028 0.857 | 0.010 0.147 | 0.011 389833
2 0.401 | 0.045 1.000 | 0.000 0.570 | 0.046 0.962 | 0.005 0.039 | 0.005 148415
3 0.625 | 0.057 1.000 | 0.000 0.767 | 0.044 0.984 | 0.003 0.016 | 0.003 91018

3
1 0.238 | 0.029 1.000 | 0.000 0.383 | 0.038 0.859 | 0.013 0.145 | 0.014 430211
2 0.629 | 0.063 1.000 | 0.000 0.769 | 0.048 0.984 | 0.003 0.016 | 0.003 90904
3 0.858 | 0.043 1.000 | 0.000 0.923 | 0.025 0.996 | 0.001 0.005 | 0.002 70158

100

1
1 0.060 | 0.004 1.000 | 0.000 0.113 | 0.007 0.682 | 0.017 0.325 | 0.017 1030129
2 0.111 | 0.015 1.000 | 0.000 0.200 | 0.024 0.857 | 0.011 0.145 | 0.011 465595
3 0.156 | 0.020 1.000 | 0.000 0.269 | 0.030 0.906 | 0.009 0.095 | 0.009 334137

2
1 0.143 | 0.017 1.000 | 0.000 0.249 | 0.026 0.846 | 0.013 0.157 | 0.013 550904
2 0.337 | 0.048 1.000 | 0.000 0.501 | 0.053 0.963 | 0.005 0.038 | 0.005 192749
3 0.521 | 0.056 1.000 | 0.000 0.683 | 0.048 0.983 | 0.003 0.018 | 0.003 108482

3
1 0.192 | 0.030 1.000 | 0.000 0.321 | 0.042 0.860 | 0.014 0.143 | 0.014 541813
2 0.575 | 0.052 1.000 | 0.000 0.728 | 0.042 0.986 | 0.002 0.015 | 0.002 121246
3 0.801 | 0.051 1.000 | 0.000 0.888 | 0.032 0.995 | 0.001 0.005 | 0.001 73137
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Table C.12: SBR results for generated simulations based on following parameters: P=3,
$d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100

$g $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

25

1
1 0.203 | 0.016 1.000 | 0.000 0.338 | 0.022 0.700 | 0.096 0.328 | 0.112 226287
2 0.455 | 0.080 1.000 | 0.000 0.619 | 0.074 0.897 | 0.038 0.111 | 0.042 106635
3 0.484 | 0.051 1.000 | 0.000 0.650 | 0.046 0.891 | 0.018 0.119 | 0.020 114783

2
1 0.509 | 0.130 1.000 | 0.000 0.662 | 0.112 0.878 | 0.077 0.134 | 0.086 128724
2 0.738 | 0.150 1.000 | 0.000 0.839 | 0.098 0.963 | 0.025 0.039 | 0.027 68210
3 0.852 | 0.090 1.000 | 0.000 0.916 | 0.053 0.985 | 0.010 0.016 | 0.011 40736

3
1 0.390 | 0.084 1.000 | 0.000 0.555 | 0.085 0.736 | 0.109 0.298 | 0.126 272426
2 0.758 | 0.073 1.000 | 0.000 0.860 | 0.047 0.974 | 0.010 0.028 | 0.010 80674
3 0.829 | 0.047 1.000 | 0.000 0.905 | 0.028 0.984 | 0.005 0.017 | 0.005 64638

50

1
1 0.115 | 0.007 1.000 | 0.000 0.207 | 0.011 0.546 | 0.039 0.481 | 0.042 891764
2 0.204 | 0.023 1.000 | 0.000 0.338 | 0.032 0.810 | 0.016 0.199 | 0.017 310522
3 0.258 | 0.033 1.000 | 0.000 0.408 | 0.041 0.870 | 0.014 0.136 | 0.015 194558

2
1 0.188 | 0.025 1.000 | 0.000 0.315 | 0.035 0.685 | 0.051 0.335 | 0.054 500171
2 0.473 | 0.109 1.000 | 0.000 0.631 | 0.098 0.949 | 0.021 0.053 | 0.021 117804
3 0.642 | 0.094 1.000 | 0.000 0.775 | 0.067 0.976 | 0.008 0.024 | 0.008 87783

3
1 0.318 | 0.133 1.000 | 0.000 0.454 | 0.131 0.761 | 0.124 0.253 | 0.133 453899
2 0.513 | 0.053 1.000 | 0.000 0.676 | 0.046 0.961 | 0.007 0.040 | 0.007 135702
3 0.788 | 0.061 1.000 | 0.000 0.879 | 0.038 0.989 | 0.004 0.011 | 0.004 90455

75

1
1 0.079 | 0.005 1.000 | 0.000 0.146 | 0.009 0.530 | 0.030 0.489 | 0.031 1610252
2 0.138 | 0.016 1.000 | 0.000 0.243 | 0.025 0.804 | 0.015 0.202 | 0.016 475909
3 0.184 | 0.030 1.000 | 0.000 0.310 | 0.043 0.872 | 0.018 0.131 | 0.019 297850

2
1 0.142 | 0.015 1.000 | 0.000 0.248 | 0.022 0.688 | 0.030 0.324 | 0.031 779495
2 0.272 | 0.038 1.000 | 0.000 0.425 | 0.046 0.925 | 0.009 0.077 | 0.009 231772
3 0.446 | 0.057 1.000 | 0.000 0.614 | 0.055 0.968 | 0.005 0.032 | 0.005 135254

3
1 0.142 | 0.022 1.000 | 0.000 0.247 | 0.034 0.604 | 0.045 0.413 | 0.046 1364899
2 0.419 | 0.046 1.000 | 0.000 0.589 | 0.045 0.961 | 0.006 0.040 | 0.006 166658
3 0.715 | 0.047 1.000 | 0.000 0.832 | 0.032 0.989 | 0.002 0.011 | 0.002 95038

100

1
1 0.061 | 0.004 1.000 | 0.000 0.116 | 0.007 0.540 | 0.027 0.474 | 0.028 2500439
2 0.106 | 0.013 1.000 | 0.000 0.191 | 0.021 0.798 | 0.013 0.206 | 0.013 612724
3 0.137 | 0.016 1.000 | 0.000 0.240 | 0.025 0.866 | 0.011 0.137 | 0.012 453216

2
1 0.099 | 0.013 1.000 | 0.000 0.179 | 0.021 0.657 | 0.032 0.354 | 0.033 1400142
2 0.226 | 0.037 1.000 | 0.000 0.367 | 0.049 0.926 | 0.009 0.075 | 0.009 279192
3 0.372 | 0.046 1.000 | 0.000 0.540 | 0.048 0.967 | 0.004 0.034 | 0.004 140806

3
1 0.104 | 0.016 1.000 | 0.000 0.188 | 0.026 0.594 | 0.046 0.418 | 0.047 1965743
2 0.360 | 0.038 1.000 | 0.000 0.527 | 0.042 0.962 | 0.004 0.039 | 0.005 192750
3 0.613 | 0.055 1.000 | 0.000 0.758 | 0.043 0.987 | 0.003 0.013 | 0.003 129861
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Table C.13: PEC results for generated simulations based on following parameters: P=1,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.976 | 0.036 0.847 | 0.081 0.904 | 0.052 0.998 | 0.001 0.000 | 0.001 3591000
2 0.982 | 0.027 0.930 | 0.056 0.954 | 0.030 0.999 | 0.001 0.000 | 0.000 1834000
3 0.986 | 0.022 0.940 | 0.056 0.961 | 0.032 0.999 | 0.001 0.000 | 0.000 1292000

2
1 0.979 | 0.029 0.966 | 0.050 0.971 | 0.031 0.999 | 0.001 0.000 | 0.001 915000
2 0.969 | 0.033 0.978 | 0.035 0.973 | 0.025 0.999 | 0.001 0.001 | 0.001 361000
3 0.983 | 0.023 0.998 | 0.004 0.990 | 0.013 1.000 | 0.000 0.000 | 0.000 232000

3
1 0.979 | 0.031 0.972 | 0.040 0.975 | 0.028 0.999 | 0.001 0.000 | 0.001 464000
2 0.993 | 0.013 0.999 | 0.002 0.996 | 0.007 1.000 | 0.000 0.000 | 0.000 180000
3 0.999 | 0.003 0.999 | 0.002 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 178000

20

1
1 0.981 | 0.028 0.971 | 0.042 0.975 | 0.027 0.999 | 0.001 0.000 | 0.001 1693000
2 0.980 | 0.028 0.932 | 0.057 0.954 | 0.031 0.999 | 0.001 0.000 | 0.001 1000000
3 0.996 | 0.007 0.968 | 0.046 0.981 | 0.025 1.000 | 0.001 0.000 | 0.000 742000

2
1 0.986 | 0.021 0.989 | 0.020 0.987 | 0.018 1.000 | 0.001 0.000 | 0.000 361000
2 0.987 | 0.020 1.000 | 0.000 0.993 | 0.010 1.000 | 0.000 0.000 | 0.000 207000
3 0.995 | 0.010 0.995 | 0.010 0.995 | 0.009 1.000 | 0.000 0.000 | 0.000 209000

3
1 0.993 | 0.012 1.000 | 0.000 0.996 | 0.006 1.000 | 0.000 0.000 | 0.000 190000
2 0.999 | 0.002 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 156000
3 0.998 | 0.004 1.000 | 0.000 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 160000

30

1
1 0.987 | 0.021 0.951 | 0.059 0.967 | 0.034 0.999 | 0.001 0.000 | 0.000 1242000
2 0.996 | 0.007 0.975 | 0.038 0.985 | 0.022 1.000 | 0.000 0.000 | 0.000 733000
3 0.988 | 0.019 0.988 | 0.021 0.988 | 0.017 1.000 | 0.000 0.000 | 0.000 488000

2
1 0.989 | 0.017 0.995 | 0.009 0.992 | 0.012 1.000 | 0.000 0.000 | 0.000 242000
2 0.998 | 0.004 1.000 | 0.000 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 183000
3 0.998 | 0.004 1.000 | 0.000 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 189000

3
1 0.996 | 0.008 1.000 | 0.000 0.998 | 0.004 1.000 | 0.000 0.000 | 0.000 163000
2 0.998 | 0.005 0.999 | 0.002 0.998 | 0.003 1.000 | 0.000 0.000 | 0.000 157000
3 0.997 | 0.006 1.000 | 0.000 0.998 | 0.003 1.000 | 0.000 0.000 | 0.000 163000

40

1
1 0.988 | 0.020 0.962 | 0.047 0.974 | 0.025 0.999 | 0.001 0.000 | 0.000 1076000
2 0.995 | 0.009 0.989 | 0.020 0.992 | 0.013 1.000 | 0.000 0.000 | 0.000 585000
3 0.983 | 0.024 0.977 | 0.035 0.979 | 0.022 0.999 | 0.001 0.000 | 0.000 466000

2
1 0.987 | 0.021 0.999 | 0.002 0.993 | 0.011 1.000 | 0.000 0.000 | 0.000 189000
2 0.999 | 0.003 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 175000
3 0.999 | 0.002 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 173000

3
1 0.993 | 0.012 1.000 | 0.000 0.996 | 0.006 1.000 | 0.000 0.000 | 0.000 185000
2 0.999 | 0.002 0.999 | 0.002 0.999 | 0.002 1.000 | 0.000 0.000 | 0.000 168000
3 0.998 | 0.004 0.999 | 0.002 0.998 | 0.003 1.000 | 0.000 0.000 | 0.000 164000

50

1
1 0.969 | 0.035 0.959 | 0.052 0.962 | 0.029 0.999 | 0.001 0.001 | 0.001 892000
2 0.992 | 0.014 0.983 | 0.028 0.987 | 0.019 1.000 | 0.000 0.000 | 0.000 471000
3 0.961 | 0.030 0.990 | 0.018 0.975 | 0.018 0.999 | 0.001 0.001 | 0.001 400000

2
1 0.993 | 0.012 0.999 | 0.002 0.996 | 0.007 1.000 | 0.000 0.000 | 0.000 178000
2 0.999 | 0.002 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 185000
3 1.000 | 0.000 1.000 | 0.000 1.000 | 0.000 1.000 | 0.000 0.000 | 0.000 170000

3
1 1.000 | 0.001 1.000 | 0.000 1.000 | 0.001 1.000 | 0.000 0.000 | 0.000 171000
2 0.999 | 0.002 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 184000
3 0.999 | 0.002 1.000 | 0.000 0.999 | 0.001 1.000 | 0.000 0.000 | 0.000 151000
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Table C.14: PEC results for generated simulations based on following parameters: P=2,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.795 | 0.133 0.618 | 0.136 0.689 | 0.134 0.990 | 0.004 0.003 | 0.002 6799351
2 0.938 | 0.045 0.818 | 0.078 0.869 | 0.054 0.995 | 0.002 0.001 | 0.001 3031313
3 0.934 | 0.048 0.865 | 0.064 0.894 | 0.048 0.996 | 0.002 0.001 | 0.001 2135500

2
1 0.945 | 0.037 0.881 | 0.053 0.910 | 0.038 0.996 | 0.001 0.001 | 0.001 3386237
2 0.961 | 0.032 0.945 | 0.027 0.953 | 0.026 0.998 | 0.001 0.001 | 0.001 1085567
3 0.974 | 0.022 0.959 | 0.029 0.966 | 0.018 0.999 | 0.001 0.001 | 0.000 696009

3
1 0.952 | 0.033 0.910 | 0.035 0.930 | 0.028 0.997 | 0.001 0.001 | 0.001 3044017
2 0.972 | 0.025 0.977 | 0.014 0.974 | 0.014 0.999 | 0.001 0.001 | 0.001 585360
3 0.991 | 0.013 0.989 | 0.014 0.990 | 0.010 1.000 | 0.000 0.000 | 0.000 374304

20

1
1 0.943 | 0.051 0.849 | 0.067 0.889 | 0.057 0.996 | 0.002 0.001 | 0.001 2986211
2 0.949 | 0.045 0.888 | 0.060 0.913 | 0.047 0.997 | 0.002 0.001 | 0.001 1788470
3 0.986 | 0.019 0.912 | 0.047 0.945 | 0.029 0.998 | 0.001 0.000 | 0.000 1352901

2
1 0.976 | 0.023 0.926 | 0.041 0.947 | 0.030 0.998 | 0.001 0.001 | 0.001 1202371
2 0.977 | 0.023 0.977 | 0.015 0.976 | 0.013 0.999 | 0.001 0.001 | 0.001 488096
3 0.993 | 0.011 0.985 | 0.018 0.989 | 0.010 1.000 | 0.000 0.000 | 0.000 384000

3
1 0.987 | 0.013 0.977 | 0.006 0.982 | 0.008 0.999 | 0.000 0.000 | 0.000 784167
2 0.988 | 0.015 0.994 | 0.009 0.991 | 0.009 1.000 | 0.000 0.000 | 0.000 334512
3 0.992 | 0.012 0.998 | 0.003 0.995 | 0.007 1.000 | 0.000 0.000 | 0.000 277251

30

1
1 0.957 | 0.033 0.856 | 0.069 0.899 | 0.048 0.996 | 0.001 0.001 | 0.001 2312464
2 0.981 | 0.025 0.926 | 0.036 0.952 | 0.025 0.998 | 0.001 0.000 | 0.001 1315395
3 0.983 | 0.022 0.934 | 0.043 0.956 | 0.030 0.998 | 0.001 0.000 | 0.001 997094

2
1 0.971 | 0.023 0.947 | 0.044 0.954 | 0.034 0.998 | 0.001 0.001 | 0.001 808868
2 0.992 | 0.012 0.994 | 0.009 0.993 | 0.008 1.000 | 0.000 0.000 | 0.000 436389
3 0.992 | 0.011 0.995 | 0.007 0.994 | 0.007 1.000 | 0.000 0.000 | 0.000 349117

3
1 0.988 | 0.013 0.990 | 0.014 0.989 | 0.009 0.999 | 0.000 0.000 | 0.000 538772
2 0.994 | 0.009 0.998 | 0.005 0.996 | 0.006 1.000 | 0.000 0.000 | 0.000 321640
3 0.992 | 0.013 0.997 | 0.006 0.994 | 0.008 1.000 | 0.000 0.000 | 0.000 302474

40

1
1 0.957 | 0.039 0.909 | 0.044 0.930 | 0.037 0.997 | 0.001 0.001 | 0.001 1780061
2 0.987 | 0.019 0.935 | 0.034 0.958 | 0.021 0.998 | 0.001 0.000 | 0.001 1085526
3 0.975 | 0.026 0.951 | 0.030 0.962 | 0.021 0.998 | 0.001 0.001 | 0.001 865598

2
1 0.981 | 0.017 0.967 | 0.031 0.972 | 0.022 0.999 | 0.001 0.001 | 0.001 671827
2 0.991 | 0.012 0.992 | 0.011 0.992 | 0.008 1.000 | 0.000 0.000 | 0.000 401474
3 0.994 | 0.009 0.998 | 0.003 0.996 | 0.006 1.000 | 0.000 0.000 | 0.000 359801

3
1 0.984 | 0.014 0.985 | 0.021 0.983 | 0.015 0.999 | 0.001 0.000 | 0.000 509895
2 0.997 | 0.006 0.989 | 0.016 0.993 | 0.010 1.000 | 0.000 0.000 | 0.000 336295
3 0.997 | 0.006 0.998 | 0.004 0.997 | 0.005 1.000 | 0.000 0.000 | 0.000 338404

50

1
1 0.948 | 0.037 0.900 | 0.043 0.922 | 0.030 0.997 | 0.001 0.001 | 0.001 1539798
2 0.987 | 0.019 0.929 | 0.041 0.954 | 0.029 0.998 | 0.001 0.000 | 0.000 933026
3 0.956 | 0.031 0.959 | 0.036 0.955 | 0.025 0.998 | 0.001 0.001 | 0.001 774617

2
1 0.988 | 0.014 0.982 | 0.022 0.983 | 0.015 0.999 | 0.001 0.000 | 0.000 529617
2 0.996 | 0.006 0.995 | 0.008 0.996 | 0.006 1.000 | 0.000 0.000 | 0.000 377830
3 0.999 | 0.002 0.992 | 0.014 0.995 | 0.009 1.000 | 0.000 0.000 | 0.000 337316

3
1 0.991 | 0.012 0.997 | 0.006 0.994 | 0.007 1.000 | 0.000 0.000 | 0.000 454763
2 0.996 | 0.007 0.996 | 0.008 0.996 | 0.007 1.000 | 0.000 0.000 | 0.000 386000
3 0.997 | 0.005 0.996 | 0.007 0.997 | 0.006 1.000 | 0.000 0.000 | 0.000 333661
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Table C.15: PEC results for generated simulations based on following parameters: P=3,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.732 | 0.133 0.436 | 0.116 0.539 | 0.121 0.980 | 0.004 0.004 | 0.002 10363800
2 0.897 | 0.062 0.754 | 0.081 0.815 | 0.068 0.992 | 0.003 0.002 | 0.001 4115618
3 0.909 | 0.055 0.817 | 0.053 0.858 | 0.044 0.994 | 0.002 0.002 | 0.001 2876787

2
1 0.832 | 0.072 0.729 | 0.094 0.772 | 0.073 0.988 | 0.004 0.005 | 0.002 7439297
2 0.938 | 0.040 0.892 | 0.039 0.913 | 0.030 0.996 | 0.001 0.001 | 0.001 1652656
3 0.959 | 0.023 0.929 | 0.032 0.943 | 0.019 0.998 | 0.001 0.001 | 0.001 915113

3
1 0.833 | 0.068 0.749 | 0.097 0.784 | 0.078 0.987 | 0.004 0.006 | 0.003 9143203
2 0.947 | 0.034 0.935 | 0.026 0.940 | 0.022 0.998 | 0.001 0.001 | 0.001 1000641
3 0.983 | 0.015 0.981 | 0.016 0.982 | 0.011 0.999 | 0.000 0.000 | 0.000 477340

20

1
1 0.924 | 0.053 0.793 | 0.101 0.848 | 0.079 0.993 | 0.004 0.002 | 0.001 4122751
2 0.930 | 0.040 0.846 | 0.053 0.883 | 0.038 0.994 | 0.002 0.002 | 0.001 2427415
3 0.975 | 0.029 0.874 | 0.043 0.919 | 0.031 0.996 | 0.001 0.001 | 0.001 1690542

2
1 0.955 | 0.025 0.902 | 0.034 0.927 | 0.023 0.996 | 0.001 0.002 | 0.001 2165578
2 0.963 | 0.023 0.946 | 0.029 0.953 | 0.021 0.998 | 0.001 0.001 | 0.001 742276
3 0.982 | 0.018 0.974 | 0.023 0.978 | 0.015 0.999 | 0.001 0.000 | 0.000 519589

3
1 0.979 | 0.016 0.953 | 0.021 0.965 | 0.016 0.998 | 0.001 0.001 | 0.001 1634092
2 0.976 | 0.020 0.982 | 0.014 0.979 | 0.012 0.999 | 0.001 0.001 | 0.000 424651
3 0.983 | 0.016 0.992 | 0.010 0.987 | 0.010 0.999 | 0.000 0.000 | 0.000 316493

30

1
1 0.936 | 0.040 0.813 | 0.081 0.865 | 0.062 0.993 | 0.003 0.002 | 0.001 3196914
2 0.972 | 0.028 0.883 | 0.047 0.923 | 0.034 0.996 | 0.002 0.001 | 0.001 1761252
3 0.981 | 0.022 0.885 | 0.066 0.926 | 0.044 0.997 | 0.002 0.001 | 0.001 1324885

2
1 0.969 | 0.020 0.938 | 0.033 0.951 | 0.023 0.997 | 0.001 0.001 | 0.001 1342273
2 0.988 | 0.014 0.984 | 0.013 0.985 | 0.010 0.999 | 0.001 0.000 | 0.000 571033
3 0.991 | 0.011 0.992 | 0.011 0.991 | 0.008 1.000 | 0.000 0.000 | 0.000 483582

3
1 0.978 | 0.015 0.976 | 0.016 0.976 | 0.013 0.998 | 0.001 0.001 | 0.001 1010318
2 0.990 | 0.013 0.992 | 0.010 0.991 | 0.009 1.000 | 0.000 0.000 | 0.000 392462
3 0.990 | 0.012 0.992 | 0.011 0.991 | 0.008 1.000 | 0.000 0.000 | 0.000 366988

40

1
1 0.955 | 0.037 0.880 | 0.054 0.913 | 0.043 0.996 | 0.002 0.001 | 0.001 2527288
2 0.977 | 0.022 0.920 | 0.028 0.947 | 0.018 0.997 | 0.001 0.001 | 0.001 1402450
3 0.978 | 0.023 0.933 | 0.033 0.954 | 0.022 0.998 | 0.001 0.001 | 0.001 1135284

2
1 0.973 | 0.019 0.962 | 0.021 0.967 | 0.014 0.998 | 0.001 0.001 | 0.001 997665
2 0.986 | 0.016 0.986 | 0.015 0.986 | 0.013 0.999 | 0.001 0.000 | 0.000 547549
3 0.990 | 0.012 0.991 | 0.014 0.990 | 0.011 0.999 | 0.001 0.000 | 0.000 468643

3
1 0.971 | 0.018 0.985 | 0.011 0.978 | 0.011 0.998 | 0.001 0.001 | 0.001 833069
2 0.992 | 0.012 0.991 | 0.012 0.991 | 0.010 1.000 | 0.000 0.000 | 0.000 399182
3 0.995 | 0.009 0.994 | 0.010 0.994 | 0.008 1.000 | 0.000 0.000 | 0.000 367770

50

1
1 0.938 | 0.035 0.862 | 0.060 0.894 | 0.044 0.994 | 0.002 0.002 | 0.001 2077771
2 0.985 | 0.019 0.899 | 0.062 0.935 | 0.042 0.997 | 0.002 0.001 | 0.001 1252194
3 0.953 | 0.029 0.951 | 0.031 0.951 | 0.025 0.997 | 0.001 0.002 | 0.001 1010258

2
1 0.984 | 0.013 0.970 | 0.026 0.975 | 0.019 0.999 | 0.001 0.001 | 0.000 896138
2 0.991 | 0.011 0.978 | 0.029 0.982 | 0.019 0.999 | 0.001 0.000 | 0.000 530598
3 0.998 | 0.004 0.997 | 0.005 0.997 | 0.004 1.000 | 0.000 0.000 | 0.000 444852

3
1 0.987 | 0.012 0.977 | 0.028 0.980 | 0.019 0.999 | 0.001 0.001 | 0.000 730433
2 0.994 | 0.009 0.994 | 0.010 0.994 | 0.007 1.000 | 0.000 0.000 | 0.000 459701
3 0.997 | 0.006 0.998 | 0.004 0.997 | 0.004 1.000 | 0.000 0.000 | 0.000 383581
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Table C.16: SBR results for generated simulations based on following parameters: P=1,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.059 | 0.003 1.000 | 0.000 0.112 | 0.005 0.835 | 0.009 0.167 | 0.009 632000
2 0.127 | 0.013 1.000 | 0.000 0.225 | 0.020 0.921 | 0.007 0.079 | 0.007 329000
3 0.185 | 0.020 1.000 | 0.000 0.311 | 0.028 0.948 | 0.005 0.052 | 0.005 228000

2
1 0.279 | 0.038 1.000 | 0.000 0.434 | 0.046 0.966 | 0.005 0.034 | 0.005 188000
2 0.684 | 0.078 1.000 | 0.000 0.808 | 0.056 0.992 | 0.002 0.008 | 0.002 73000
3 0.840 | 0.068 1.000 | 0.000 0.911 | 0.041 0.996 | 0.002 0.004 | 0.002 65000

3
1 0.563 | 0.077 1.000 | 0.000 0.716 | 0.063 0.986 | 0.003 0.014 | 0.003 101000
2 0.935 | 0.046 1.000 | 0.000 0.965 | 0.025 0.999 | 0.001 0.001 | 0.001 73000
3 0.975 | 0.030 1.000 | 0.000 0.987 | 0.015 0.999 | 0.001 0.001 | 0.001 37000

20

1
1 0.135 | 0.010 1.000 | 0.000 0.238 | 0.015 0.929 | 0.005 0.071 | 0.005 316000
2 0.272 | 0.045 1.000 | 0.000 0.424 | 0.055 0.963 | 0.007 0.037 | 0.007 186000
3 0.356 | 0.046 1.000 | 0.000 0.522 | 0.050 0.975 | 0.003 0.025 | 0.003 155000

2
1 0.706 | 0.075 1.000 | 0.000 0.824 | 0.052 0.992 | 0.002 0.008 | 0.002 75000
2 0.907 | 0.055 1.000 | 0.000 0.950 | 0.030 0.998 | 0.001 0.002 | 0.001 47000
3 0.949 | 0.036 1.000 | 0.000 0.973 | 0.019 0.999 | 0.001 0.001 | 0.001 47000

3
1 0.942 | 0.039 1.000 | 0.000 0.969 | 0.021 0.999 | 0.001 0.001 | 0.001 77000
2 0.990 | 0.016 1.000 | 0.000 0.995 | 0.008 1.000 | 0.000 0.000 | 0.000 91000
3 0.988 | 0.019 1.000 | 0.000 0.994 | 0.010 1.000 | 0.000 0.000 | 0.000 37000

30

1
1 0.185 | 0.018 1.000 | 0.000 0.312 | 0.026 0.950 | 0.005 0.051 | 0.005 220000
2 0.358 | 0.054 1.000 | 0.000 0.524 | 0.059 0.974 | 0.004 0.026 | 0.004 156000
3 0.528 | 0.077 1.000 | 0.000 0.686 | 0.065 0.984 | 0.004 0.016 | 0.004 97000

2
1 0.839 | 0.061 1.000 | 0.000 0.911 | 0.036 0.996 | 0.001 0.004 | 0.001 64000
2 0.969 | 0.031 1.000 | 0.000 0.984 | 0.016 0.999 | 0.001 0.001 | 0.001 43000
3 0.978 | 0.028 1.000 | 0.000 0.989 | 0.015 1.000 | 0.001 0.000 | 0.001 46000

3
1 0.979 | 0.030 1.000 | 0.000 0.989 | 0.016 1.000 | 0.001 0.000 | 0.001 50000
2 0.990 | 0.016 1.000 | 0.000 0.995 | 0.008 1.000 | 0.000 0.000 | 0.000 62000
3 0.975 | 0.031 1.000 | 0.000 0.987 | 0.016 0.999 | 0.001 0.001 | 0.001 63000

40

1
1 0.244 | 0.035 1.000 | 0.000 0.390 | 0.045 0.960 | 0.005 0.041 | 0.005 175000
2 0.462 | 0.061 1.000 | 0.000 0.628 | 0.057 0.982 | 0.003 0.018 | 0.003 104000
3 0.580 | 0.074 1.000 | 0.000 0.730 | 0.060 0.988 | 0.003 0.012 | 0.003 81000

2
1 0.899 | 0.043 1.000 | 0.000 0.946 | 0.024 0.998 | 0.001 0.002 | 0.001 66000
2 0.980 | 0.025 1.000 | 0.000 0.990 | 0.013 1.000 | 0.000 0.000 | 0.001 56000
3 0.991 | 0.015 1.000 | 0.000 0.995 | 0.008 1.000 | 0.000 0.000 | 0.000 91000

3
1 0.978 | 0.027 1.000 | 0.000 0.989 | 0.014 1.000 | 0.001 0.000 | 0.001 88000
2 0.976 | 0.030 1.000 | 0.000 0.987 | 0.016 1.000 | 0.001 0.000 | 0.001 61000
3 0.960 | 0.035 1.000 | 0.000 0.979 | 0.018 0.999 | 0.001 0.001 | 0.001 83000

50

1
1 0.324 | 0.051 1.000 | 0.000 0.486 | 0.058 0.969 | 0.004 0.031 | 0.004 173000
2 0.565 | 0.081 1.000 | 0.000 0.717 | 0.067 0.986 | 0.003 0.014 | 0.003 118000
3 0.629 | 0.075 1.000 | 0.000 0.768 | 0.056 0.990 | 0.003 0.010 | 0.003 90000

2
1 0.940 | 0.048 1.000 | 0.000 0.968 | 0.026 0.999 | 0.001 0.001 | 0.001 70000
2 0.985 | 0.021 1.000 | 0.000 0.992 | 0.011 1.000 | 0.000 0.000 | 0.000 55000
3 0.991 | 0.015 1.000 | 0.000 0.995 | 0.008 1.000 | 0.000 0.000 | 0.000 56000

3
1 0.991 | 0.015 1.000 | 0.000 0.995 | 0.008 1.000 | 0.000 0.000 | 0.000 66000
2 0.987 | 0.019 1.000 | 0.000 0.993 | 0.010 1.000 | 0.000 0.000 | 0.000 68000
3 0.985 | 0.022 1.000 | 0.000 0.992 | 0.012 1.000 | 0.000 0.000 | 0.000 58000
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Table C.17: SBR results for generated simulations based on following parameters: P=2,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.060 | 0.004 1.000 | 0.000 0.113 | 0.007 0.682 | 0.017 0.325 | 0.017 1030129
2 0.111 | 0.015 1.000 | 0.000 0.200 | 0.024 0.857 | 0.011 0.145 | 0.011 465595
3 0.156 | 0.020 1.000 | 0.000 0.269 | 0.030 0.906 | 0.009 0.095 | 0.009 334137

2
1 0.143 | 0.017 1.000 | 0.000 0.249 | 0.026 0.846 | 0.013 0.157 | 0.013 550904
2 0.337 | 0.048 1.000 | 0.000 0.501 | 0.053 0.963 | 0.005 0.038 | 0.005 192749
3 0.521 | 0.056 1.000 | 0.000 0.683 | 0.048 0.983 | 0.003 0.018 | 0.003 108482

3
1 0.192 | 0.030 1.000 | 0.000 0.321 | 0.042 0.860 | 0.014 0.143 | 0.014 541813
2 0.575 | 0.052 1.000 | 0.000 0.728 | 0.042 0.986 | 0.002 0.015 | 0.002 121246
3 0.801 | 0.051 1.000 | 0.000 0.888 | 0.032 0.995 | 0.001 0.005 | 0.001 73137

20

1
1 0.129 | 0.009 1.000 | 0.000 0.229 | 0.014 0.863 | 0.010 0.139 | 0.010 487158
2 0.228 | 0.029 1.000 | 0.000 0.370 | 0.038 0.931 | 0.008 0.071 | 0.008 256481
3 0.294 | 0.038 1.000 | 0.000 0.452 | 0.046 0.953 | 0.005 0.048 | 0.006 178863

2
1 0.405 | 0.042 1.000 | 0.000 0.574 | 0.042 0.961 | 0.004 0.039 | 0.005 194137
2 0.722 | 0.060 1.000 | 0.000 0.837 | 0.040 0.991 | 0.002 0.009 | 0.002 90430
3 0.823 | 0.054 1.000 | 0.000 0.901 | 0.033 0.995 | 0.002 0.005 | 0.002 88737

3
1 0.623 | 0.042 1.000 | 0.000 0.766 | 0.032 0.983 | 0.003 0.018 | 0.003 151424
2 0.901 | 0.039 1.000 | 0.000 0.947 | 0.022 0.998 | 0.001 0.002 | 0.001 96304
3 0.946 | 0.033 1.000 | 0.000 0.972 | 0.018 0.999 | 0.001 0.001 | 0.001 73237

30

1
1 0.178 | 0.013 1.000 | 0.000 0.302 | 0.019 0.904 | 0.007 0.098 | 0.007 339161
2 0.317 | 0.035 1.000 | 0.000 0.479 | 0.040 0.952 | 0.006 0.049 | 0.006 191395
3 0.433 | 0.047 1.000 | 0.000 0.602 | 0.046 0.970 | 0.004 0.030 | 0.004 150357

2
1 0.592 | 0.046 1.000 | 0.000 0.742 | 0.036 0.981 | 0.003 0.019 | 0.003 133053
2 0.850 | 0.039 1.000 | 0.000 0.918 | 0.023 0.996 | 0.001 0.004 | 0.001 95094
3 0.919 | 0.038 1.000 | 0.000 0.957 | 0.021 0.998 | 0.001 0.002 | 0.001 76161

3
1 0.833 | 0.041 1.000 | 0.000 0.908 | 0.024 0.994 | 0.002 0.006 | 0.002 147904
2 0.955 | 0.030 1.000 | 0.000 0.977 | 0.016 0.999 | 0.001 0.001 | 0.001 96213
3 0.928 | 0.039 1.000 | 0.000 0.962 | 0.021 0.998 | 0.001 0.002 | 0.001 76079

40

1
1 0.233 | 0.022 1.000 | 0.000 0.377 | 0.028 0.929 | 0.007 0.072 | 0.007 243649
2 0.382 | 0.044 1.000 | 0.000 0.551 | 0.046 0.966 | 0.005 0.035 | 0.005 155117
3 0.493 | 0.048 1.000 | 0.000 0.658 | 0.044 0.977 | 0.004 0.024 | 0.004 122475

2
1 0.722 | 0.046 1.000 | 0.000 0.837 | 0.031 0.989 | 0.002 0.011 | 0.002 131713
2 0.912 | 0.035 1.000 | 0.000 0.954 | 0.019 0.998 | 0.001 0.002 | 0.001 97711
3 0.959 | 0.026 1.000 | 0.000 0.979 | 0.014 0.999 | 0.001 0.001 | 0.001 91453

3
1 0.894 | 0.033 1.000 | 0.000 0.944 | 0.019 0.997 | 0.001 0.003 | 0.001 159526
2 0.942 | 0.035 1.000 | 0.000 0.969 | 0.019 0.999 | 0.001 0.001 | 0.001 101930
3 0.916 | 0.047 1.000 | 0.000 0.955 | 0.026 0.998 | 0.001 0.002 | 0.001 81737

50

1
1 0.282 | 0.030 1.000 | 0.000 0.439 | 0.037 0.942 | 0.007 0.059 | 0.007 227231
2 0.497 | 0.051 1.000 | 0.000 0.661 | 0.046 0.975 | 0.004 0.026 | 0.004 124874
3 0.574 | 0.058 1.000 | 0.000 0.726 | 0.046 0.982 | 0.003 0.018 | 0.003 121114

2
1 0.820 | 0.044 1.000 | 0.000 0.900 | 0.027 0.994 | 0.002 0.006 | 0.002 119281
2 0.947 | 0.027 1.000 | 0.000 0.973 | 0.014 0.999 | 0.001 0.001 | 0.001 95135
3 0.974 | 0.020 1.000 | 0.000 0.987 | 0.010 0.999 | 0.001 0.001 | 0.001 91526

3
1 0.936 | 0.030 1.000 | 0.000 0.966 | 0.016 0.998 | 0.001 0.002 | 0.001 151687
2 0.957 | 0.028 1.000 | 0.000 0.978 | 0.015 0.999 | 0.001 0.001 | 0.001 81579
3 0.959 | 0.032 1.000 | 0.000 0.978 | 0.017 0.999 | 0.001 0.001 | 0.001 73249
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Table C.18: SBR results for generated simulations based on following parameters: P=3,
$g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100

$F $f $c
PPV TPR F1 score ACC FPR Time

Mean | MAD Mean | MAD Mean | MAD Mean | MAD Mean | MAD (ns)

10

1
1 0.061 | 0.004 1.000 | 0.000 0.116 | 0.007 0.540 | 0.027 0.474 | 0.028 2500439
2 0.106 | 0.013 1.000 | 0.000 0.191 | 0.021 0.798 | 0.013 0.206 | 0.013 612724
3 0.137 | 0.016 1.000 | 0.000 0.240 | 0.025 0.866 | 0.011 0.137 | 0.012 453216

2
1 0.099 | 0.013 1.000 | 0.000 0.179 | 0.021 0.657 | 0.032 0.354 | 0.033 1400142
2 0.226 | 0.037 1.000 | 0.000 0.367 | 0.049 0.926 | 0.009 0.075 | 0.009 279192
3 0.372 | 0.046 1.000 | 0.000 0.540 | 0.048 0.967 | 0.004 0.034 | 0.004 140806

3
1 0.104 | 0.016 1.000 | 0.000 0.188 | 0.026 0.594 | 0.046 0.418 | 0.047 1965743
2 0.360 | 0.038 1.000 | 0.000 0.527 | 0.042 0.962 | 0.004 0.039 | 0.005 192750
3 0.613 | 0.055 1.000 | 0.000 0.758 | 0.043 0.987 | 0.003 0.013 | 0.003 129861

20

1
1 0.129 | 0.008 1.000 | 0.000 0.229 | 0.012 0.801 | 0.017 0.205 | 0.017 633594
2 0.209 | 0.027 1.000 | 0.000 0.345 | 0.037 0.898 | 0.010 0.105 | 0.011 357626
3 0.274 | 0.034 1.000 | 0.000 0.428 | 0.041 0.932 | 0.007 0.070 | 0.007 246164

2
1 0.294 | 0.027 1.000 | 0.000 0.453 | 0.032 0.913 | 0.009 0.090 | 0.009 346963
2 0.548 | 0.059 1.000 | 0.000 0.705 | 0.050 0.980 | 0.003 0.020 | 0.003 134834
3 0.704 | 0.057 1.000 | 0.000 0.825 | 0.040 0.990 | 0.002 0.010 | 0.002 112840

3
1 0.419 | 0.033 1.000 | 0.000 0.590 | 0.033 0.942 | 0.007 0.060 | 0.007 349813
2 0.747 | 0.051 1.000 | 0.000 0.853 | 0.034 0.993 | 0.002 0.008 | 0.002 175968
3 0.867 | 0.042 1.000 | 0.000 0.928 | 0.024 0.997 | 0.001 0.003 | 0.001 130389

30

1
1 0.179 | 0.013 1.000 | 0.000 0.304 | 0.019 0.859 | 0.010 0.145 | 0.010 456578
2 0.293 | 0.032 1.000 | 0.000 0.452 | 0.038 0.931 | 0.008 0.070 | 0.008 243112
3 0.382 | 0.050 1.000 | 0.000 0.550 | 0.052 0.955 | 0.006 0.046 | 0.006 182568

2
1 0.483 | 0.033 1.000 | 0.000 0.650 | 0.030 0.960 | 0.005 0.041 | 0.005 215013
2 0.744 | 0.046 1.000 | 0.000 0.852 | 0.030 0.991 | 0.002 0.009 | 0.002 127754
3 0.852 | 0.045 1.000 | 0.000 0.919 | 0.027 0.996 | 0.001 0.004 | 0.001 105377

3
1 0.653 | 0.029 1.000 | 0.000 0.790 | 0.021 0.980 | 0.002 0.021 | 0.002 322521
2 0.878 | 0.041 1.000 | 0.000 0.934 | 0.024 0.997 | 0.001 0.003 | 0.001 143316
3 0.868 | 0.044 1.000 | 0.000 0.929 | 0.025 0.997 | 0.001 0.003 | 0.001 115527

40

1
1 0.225 | 0.016 1.000 | 0.000 0.367 | 0.022 0.894 | 0.009 0.109 | 0.009 305684
2 0.378 | 0.037 1.000 | 0.000 0.547 | 0.039 0.952 | 0.006 0.049 | 0.007 178231
3 0.466 | 0.047 1.000 | 0.000 0.634 | 0.044 0.967 | 0.004 0.034 | 0.004 154124

2
1 0.618 | 0.041 1.000 | 0.000 0.763 | 0.031 0.977 | 0.003 0.024 | 0.004 196520
2 0.844 | 0.040 1.000 | 0.000 0.914 | 0.024 0.995 | 0.001 0.005 | 0.001 136851
3 0.919 | 0.030 1.000 | 0.000 0.957 | 0.016 0.998 | 0.001 0.002 | 0.001 123465

3
1 0.782 | 0.033 1.000 | 0.000 0.877 | 0.021 0.989 | 0.002 0.011 | 0.002 307400
2 0.897 | 0.044 1.000 | 0.000 0.945 | 0.025 0.997 | 0.001 0.003 | 0.001 123477
3 0.858 | 0.052 1.000 | 0.000 0.922 | 0.031 0.996 | 0.001 0.004 | 0.001 109212

50

1
1 0.281 | 0.022 1.000 | 0.000 0.438 | 0.027 0.918 | 0.007 0.084 | 0.008 274620
2 0.455 | 0.042 1.000 | 0.000 0.624 | 0.040 0.963 | 0.005 0.038 | 0.005 161793
3 0.531 | 0.053 1.000 | 0.000 0.691 | 0.046 0.974 | 0.004 0.027 | 0.004 139791

2
1 0.724 | 0.039 1.000 | 0.000 0.839 | 0.026 0.985 | 0.003 0.015 | 0.003 178608
2 0.889 | 0.033 1.000 | 0.000 0.941 | 0.019 0.996 | 0.001 0.004 | 0.001 138155
3 0.946 | 0.029 1.000 | 0.000 0.972 | 0.015 0.998 | 0.001 0.002 | 0.001 129759

3
1 0.859 | 0.032 1.000 | 0.000 0.923 | 0.018 0.994 | 0.002 0.007 | 0.002 264337
2 0.897 | 0.038 1.000 | 0.000 0.945 | 0.022 0.997 | 0.001 0.003 | 0.001 135416
3 0.928 | 0.039 1.000 | 0.000 0.962 | 0.021 0.998 | 0.001 0.002 | 0.001 104510
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Table C.19: PEC all results for generated simulations based on following parameters:
P=1, $g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100
$F $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time (ns)

10

1
1 0.976 0.847 0.904 0.998 0.002 0.836 0.000 1.000 0.153 0.998 0.024 0.002 3591000
2 0.982 0.930 0.954 0.999 0.001 0.921 0.000 1.000 0.070 0.999 0.018 0.001 1834000
3 0.986 0.940 0.961 0.999 0.001 0.932 0.000 1.000 0.060 0.999 0.014 0.001 1292000

2
1 0.979 0.966 0.971 0.999 0.001 0.954 0.000 1.000 0.034 1.000 0.021 0.000 915000
2 0.969 0.978 0.973 0.999 0.001 0.961 0.001 0.999 0.022 1.000 0.031 0.000 361000
3 0.983 0.998 0.990 1.000 0.000 0.988 0.000 1.000 0.002 1.000 0.017 0.000 232000

3
1 0.979 0.972 0.975 0.999 0.001 0.960 0.000 1.000 0.028 1.000 0.021 0.000 464000
2 0.993 0.999 0.996 1.000 0.000 0.995 0.000 1.000 0.001 1.000 0.008 0.000 180000
3 0.999 0.999 0.999 1.000 0.000 0.998 0.000 1.000 0.001 1.000 0.002 0.000 178000

20

1
1 0.981 0.971 0.975 0.999 0.001 0.960 0.000 1.000 0.029 1.000 0.019 0.000 1693000
2 0.980 0.932 0.954 0.999 0.001 0.921 0.000 1.000 0.068 0.999 0.020 0.001 1000000
3 0.996 0.968 0.981 1.000 0.000 0.966 0.000 1.000 0.032 1.000 0.004 0.000 742000

2
1 0.986 0.989 0.987 1.000 0.000 0.982 0.000 1.000 0.011 1.000 0.014 0.000 361000
2 0.987 1.000 0.993 1.000 0.000 0.992 0.000 1.000 0.000 1.000 0.013 0.000 207000
3 0.995 0.995 0.995 1.000 0.000 0.992 0.000 1.000 0.005 1.000 0.005 0.000 209000

3
1 0.993 1.000 0.996 1.000 0.000 0.996 0.000 1.000 0.000 1.000 0.007 0.000 190000
2 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.001 0.000 156000
3 0.998 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.002 0.000 160000

30

1
1 0.987 0.951 0.967 0.999 0.001 0.944 0.000 1.000 0.049 1.000 0.013 0.000 1242000
2 0.996 0.975 0.985 1.000 0.000 0.973 0.000 1.000 0.025 1.000 0.004 0.000 733000
3 0.988 0.988 0.988 1.000 0.000 0.981 0.000 1.000 0.012 1.000 0.012 0.000 488000

2
1 0.989 0.995 0.992 1.000 0.000 0.989 0.000 1.000 0.005 1.000 0.011 0.000 242000
2 0.998 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.002 0.000 183000
3 0.998 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.002 0.000 189000

3
1 0.996 1.000 0.998 1.000 0.000 0.997 0.000 1.000 0.000 1.000 0.005 0.000 163000
2 0.998 0.999 0.998 1.000 0.000 0.998 0.000 1.000 0.001 1.000 0.003 0.000 157000
3 0.997 1.000 0.998 1.000 0.000 0.998 0.000 1.000 0.000 1.000 0.003 0.000 163000

40

1
1 0.988 0.962 0.974 0.999 0.001 0.955 0.000 1.000 0.038 1.000 0.013 0.000 1076000
2 0.995 0.989 0.992 1.000 0.000 0.986 0.000 1.000 0.011 1.000 0.005 0.000 585000
3 0.983 0.977 0.979 0.999 0.001 0.967 0.000 1.000 0.023 1.000 0.017 0.000 466000

2
1 0.987 0.999 0.993 1.000 0.000 0.991 0.000 1.000 0.001 1.000 0.014 0.000 189000
2 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.002 0.000 175000
3 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.001 0.000 173000

3
1 0.993 1.000 0.996 1.000 0.000 0.996 0.000 1.000 0.000 1.000 0.007 0.000 185000
2 0.999 0.999 0.999 1.000 0.000 0.998 0.000 1.000 0.001 1.000 0.001 0.000 168000
3 0.998 0.999 0.998 1.000 0.000 0.998 0.000 1.000 0.001 1.000 0.002 0.000 164000

50

1
1 0.969 0.959 0.962 0.999 0.001 0.941 0.001 0.999 0.041 1.000 0.031 0.000 892000
2 0.992 0.983 0.987 1.000 0.000 0.978 0.000 1.000 0.017 1.000 0.008 0.000 471000
3 0.961 0.990 0.975 0.999 0.001 0.967 0.001 0.999 0.010 1.000 0.039 0.000 400000

2
1 0.993 0.999 0.996 1.000 0.000 0.995 0.000 1.000 0.001 1.000 0.007 0.000 178000
2 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.001 0.000 185000
3 1.000 1.000 1.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 0.000 170000

3
1 1.000 1.000 1.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.001 0.000 171000
2 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.001 0.000 184000
3 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.001 0.000 151000
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Table C.20: PEC all results for generated simulations based on following parameters:
P=2, $g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100
$F $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time (ns)

10

1
1 0.795 0.618 0.689 0.990 0.010 0.639 0.003 0.997 0.382 0.993 0.205 0.007 6799351
2 0.938 0.818 0.869 0.995 0.005 0.830 0.001 0.999 0.182 0.997 0.062 0.003 3031313
3 0.934 0.865 0.894 0.996 0.004 0.863 0.001 0.999 0.135 0.998 0.066 0.002 2135500

2
1 0.945 0.881 0.910 0.996 0.004 0.885 0.001 0.999 0.119 0.998 0.055 0.002 3386237
2 0.961 0.945 0.953 0.998 0.002 0.938 0.001 0.999 0.055 0.999 0.039 0.001 1085567
3 0.974 0.959 0.966 0.999 0.001 0.955 0.001 0.999 0.041 0.999 0.026 0.001 696009

3
1 0.952 0.910 0.930 0.997 0.003 0.907 0.001 0.999 0.090 0.998 0.048 0.002 3044017
2 0.972 0.977 0.974 0.999 0.001 0.968 0.001 0.999 0.023 1.000 0.028 0.000 585360
3 0.991 0.989 0.990 1.000 0.000 0.987 0.000 1.000 0.011 1.000 0.009 0.000 374304

20

1
1 0.943 0.849 0.889 0.996 0.004 0.860 0.001 0.999 0.151 0.997 0.057 0.003 2986211
2 0.949 0.888 0.913 0.997 0.003 0.887 0.001 0.999 0.112 0.998 0.051 0.002 1788470
3 0.986 0.912 0.945 0.998 0.002 0.925 0.000 1.000 0.088 0.998 0.014 0.002 1352901

2
1 0.976 0.926 0.947 0.998 0.002 0.932 0.001 0.999 0.074 0.999 0.024 0.001 1202371
2 0.977 0.977 0.976 0.999 0.001 0.971 0.001 0.999 0.023 1.000 0.023 0.000 488096
3 0.993 0.985 0.989 1.000 0.000 0.986 0.000 1.000 0.015 1.000 0.007 0.000 384000

3
1 0.987 0.977 0.982 0.999 0.001 0.979 0.000 1.000 0.023 1.000 0.013 0.000 784167
2 0.988 0.994 0.991 1.000 0.000 0.989 0.000 1.000 0.006 1.000 0.012 0.000 334512
3 0.992 0.998 0.995 1.000 0.000 0.994 0.000 1.000 0.002 1.000 0.008 0.000 277251

30

1
1 0.957 0.856 0.899 0.996 0.004 0.865 0.001 0.999 0.144 0.997 0.043 0.003 2312464
2 0.981 0.926 0.952 0.998 0.002 0.934 0.000 1.000 0.074 0.999 0.019 0.001 1315395
3 0.983 0.934 0.956 0.998 0.002 0.943 0.000 1.000 0.066 0.999 0.017 0.001 997094

2
1 0.971 0.947 0.954 0.998 0.002 0.945 0.001 0.999 0.053 0.999 0.029 0.001 808868
2 0.992 0.994 0.993 1.000 0.000 0.992 0.000 1.000 0.006 1.000 0.008 0.000 436389
3 0.992 0.995 0.994 1.000 0.000 0.993 0.000 1.000 0.005 1.000 0.008 0.000 349117

3
1 0.988 0.990 0.989 0.999 0.001 0.987 0.000 1.000 0.010 1.000 0.012 0.000 538772
2 0.994 0.998 0.996 1.000 0.000 0.995 0.000 1.000 0.002 1.000 0.006 0.000 321640
3 0.992 0.997 0.994 1.000 0.000 0.993 0.000 1.000 0.003 1.000 0.008 0.000 302474

40

1
1 0.957 0.909 0.930 0.997 0.003 0.909 0.001 0.999 0.091 0.998 0.043 0.002 1780061
2 0.987 0.935 0.958 0.998 0.002 0.944 0.000 1.000 0.065 0.999 0.013 0.001 1085526
3 0.975 0.951 0.962 0.998 0.002 0.951 0.001 0.999 0.049 0.999 0.025 0.001 865598

2
1 0.981 0.967 0.972 0.999 0.001 0.965 0.001 0.999 0.033 0.999 0.019 0.001 671827
2 0.991 0.992 0.992 1.000 0.000 0.991 0.000 1.000 0.008 1.000 0.009 0.000 401474
3 0.994 0.998 0.996 1.000 0.000 0.996 0.000 1.000 0.002 1.000 0.006 0.000 359801

3
1 0.984 0.985 0.983 0.999 0.001 0.981 0.000 1.000 0.015 1.000 0.016 0.000 509895
2 0.997 0.989 0.993 1.000 0.000 0.991 0.000 1.000 0.011 1.000 0.003 0.000 336295
3 0.997 0.998 0.997 1.000 0.000 0.997 0.000 1.000 0.002 1.000 0.003 0.000 338404

50

1
1 0.948 0.900 0.922 0.997 0.003 0.894 0.001 0.999 0.100 0.998 0.052 0.002 1539798
2 0.987 0.929 0.954 0.998 0.002 0.939 0.000 1.000 0.071 0.999 0.013 0.001 933026
3 0.956 0.959 0.955 0.998 0.002 0.947 0.001 0.999 0.041 0.999 0.044 0.001 774617

2
1 0.988 0.982 0.983 0.999 0.001 0.981 0.000 1.000 0.018 1.000 0.012 0.000 529617
2 0.996 0.995 0.996 1.000 0.000 0.995 0.000 1.000 0.005 1.000 0.004 0.000 377830
3 0.999 0.992 0.995 1.000 0.000 0.994 0.000 1.000 0.008 1.000 0.001 0.000 337316

3
1 0.991 0.997 0.994 1.000 0.000 0.993 0.000 1.000 0.003 1.000 0.009 0.000 454763
2 0.996 0.996 0.996 1.000 0.000 0.994 0.000 1.000 0.004 1.000 0.004 0.000 386000
3 0.997 0.996 0.997 1.000 0.000 0.996 0.000 1.000 0.004 1.000 0.003 0.000 333661
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Table C.21: PEC all results for generated simulations based on following parameters:
P=3, $g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100
$F $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time (ns)

10

1
1 0.732 0.436 0.539 0.980 0.020 0.495 0.004 0.996 0.564 0.984 0.268 0.016 10363800
2 0.897 0.754 0.815 0.992 0.008 0.781 0.002 0.998 0.246 0.994 0.103 0.006 4115618
3 0.909 0.817 0.858 0.994 0.006 0.826 0.002 0.998 0.183 0.996 0.091 0.004 2876787

2
1 0.832 0.729 0.772 0.988 0.012 0.739 0.005 0.995 0.271 0.992 0.168 0.008 7439297
2 0.938 0.892 0.913 0.996 0.004 0.894 0.001 0.999 0.108 0.998 0.062 0.002 1652656
3 0.959 0.929 0.943 0.998 0.002 0.929 0.001 0.999 0.071 0.999 0.041 0.001 915113

3
1 0.833 0.749 0.784 0.987 0.013 0.755 0.006 0.994 0.251 0.993 0.167 0.007 9143203
2 0.947 0.935 0.940 0.998 0.002 0.928 0.001 0.999 0.065 0.999 0.053 0.001 1000641
3 0.983 0.981 0.982 0.999 0.001 0.978 0.000 1.000 0.019 1.000 0.017 0.000 477340

20

1
1 0.924 0.793 0.848 0.993 0.007 0.823 0.002 0.998 0.207 0.994 0.076 0.006 4122751
2 0.930 0.846 0.883 0.994 0.006 0.857 0.002 0.998 0.154 0.996 0.070 0.004 2427415
3 0.975 0.874 0.919 0.996 0.004 0.896 0.001 0.999 0.126 0.997 0.025 0.003 1690542

2
1 0.955 0.902 0.927 0.996 0.004 0.910 0.002 0.998 0.098 0.997 0.045 0.003 2165578
2 0.963 0.946 0.953 0.998 0.002 0.944 0.001 0.999 0.054 0.999 0.037 0.001 742276
3 0.982 0.974 0.978 0.999 0.001 0.973 0.000 1.000 0.026 0.999 0.018 0.001 519589

3
1 0.979 0.953 0.965 0.998 0.002 0.961 0.001 0.999 0.047 0.999 0.021 0.001 1634092
2 0.976 0.982 0.979 0.999 0.001 0.975 0.001 0.999 0.018 1.000 0.024 0.000 424651
3 0.983 0.992 0.987 0.999 0.001 0.985 0.000 1.000 0.008 1.000 0.017 0.000 316493

30

1
1 0.936 0.813 0.865 0.993 0.007 0.838 0.002 0.998 0.187 0.995 0.064 0.005 3196914
2 0.972 0.883 0.923 0.996 0.004 0.905 0.001 0.999 0.117 0.997 0.028 0.003 1761252
3 0.981 0.885 0.926 0.997 0.003 0.911 0.001 0.999 0.115 0.997 0.019 0.003 1324885

2
1 0.969 0.938 0.951 0.997 0.003 0.942 0.001 0.999 0.062 0.998 0.031 0.002 1342273
2 0.988 0.984 0.985 0.999 0.001 0.983 0.000 1.000 0.016 1.000 0.012 0.000 571033
3 0.991 0.992 0.991 1.000 0.000 0.990 0.000 1.000 0.008 1.000 0.009 0.000 483582

3
1 0.978 0.976 0.976 0.998 0.002 0.974 0.001 0.999 0.024 0.999 0.022 0.001 1010318
2 0.990 0.992 0.991 1.000 0.000 0.989 0.000 1.000 0.008 1.000 0.010 0.000 392462
3 0.990 0.992 0.991 1.000 0.000 0.989 0.000 1.000 0.008 1.000 0.010 0.000 366988

40

1
1 0.955 0.880 0.913 0.996 0.004 0.894 0.001 0.999 0.120 0.997 0.045 0.003 2527288
2 0.977 0.920 0.947 0.997 0.003 0.933 0.001 0.999 0.080 0.998 0.023 0.002 1402450
3 0.978 0.933 0.954 0.998 0.002 0.942 0.001 0.999 0.067 0.998 0.022 0.002 1135284

2
1 0.973 0.962 0.967 0.998 0.002 0.961 0.001 0.999 0.038 0.999 0.027 0.001 997665
2 0.986 0.986 0.986 0.999 0.001 0.984 0.000 1.000 0.014 1.000 0.014 0.000 547549
3 0.990 0.991 0.990 0.999 0.001 0.988 0.000 1.000 0.009 1.000 0.010 0.000 468643

3
1 0.971 0.985 0.978 0.998 0.002 0.975 0.001 0.999 0.015 1.000 0.029 0.000 833069
2 0.992 0.991 0.991 1.000 0.000 0.990 0.000 1.000 0.009 1.000 0.008 0.000 399182
3 0.995 0.994 0.994 1.000 0.000 0.993 0.000 1.000 0.006 1.000 0.005 0.000 367770

50

1
1 0.938 0.862 0.894 0.994 0.006 0.871 0.002 0.998 0.138 0.996 0.062 0.004 2077771
2 0.985 0.899 0.935 0.997 0.003 0.922 0.001 0.999 0.101 0.997 0.015 0.003 1252194
3 0.953 0.951 0.951 0.997 0.003 0.942 0.002 0.998 0.049 0.999 0.047 0.001 1010258

2
1 0.984 0.970 0.975 0.999 0.001 0.972 0.001 0.999 0.030 0.999 0.016 0.001 896138
2 0.991 0.978 0.982 0.999 0.001 0.980 0.000 1.000 0.022 0.999 0.009 0.001 530598
3 0.998 0.997 0.997 1.000 0.000 0.997 0.000 1.000 0.003 1.000 0.002 0.000 444852

3
1 0.987 0.977 0.980 0.999 0.001 0.979 0.001 0.999 0.023 0.999 0.013 0.001 730433
2 0.994 0.994 0.994 1.000 0.000 0.993 0.000 1.000 0.006 1.000 0.006 0.000 459701
3 0.997 0.998 0.997 1.000 0.000 0.997 0.000 1.000 0.002 1.000 0.003 0.000 383581
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Table C.22: SBR all results for generated simulations based on following parameters:
P=1, $g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100
$F $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time (ns)

10

1
1 0.059 1.000 0.112 0.835 0.165 0.221 0.167 0.833 0.000 1.000 0.941 0.000 632000
2 0.127 1.000 0.225 0.921 0.079 0.337 0.079 0.921 0.000 1.000 0.873 0.000 329000
3 0.185 1.000 0.311 0.948 0.052 0.412 0.052 0.948 0.000 1.000 0.815 0.000 228000

2
1 0.279 1.000 0.434 0.966 0.034 0.506 0.034 0.966 0.000 1.000 0.721 0.000 188000
2 0.684 1.000 0.808 0.992 0.008 0.804 0.008 0.992 0.000 1.000 0.316 0.000 73000
3 0.840 1.000 0.911 0.996 0.004 0.904 0.004 0.996 0.000 1.000 0.160 0.000 65000

3
1 0.563 1.000 0.716 0.986 0.014 0.720 0.014 0.986 0.000 1.000 0.437 0.000 101000
2 0.935 1.000 0.965 0.999 0.001 0.961 0.001 0.999 0.000 1.000 0.065 0.000 73000
3 0.975 1.000 0.987 0.999 0.001 0.985 0.001 0.999 0.000 1.000 0.026 0.000 37000

20

1
1 0.135 1.000 0.238 0.929 0.071 0.351 0.071 0.929 0.000 1.000 0.865 0.000 316000
2 0.272 1.000 0.424 0.963 0.037 0.496 0.037 0.963 0.000 1.000 0.728 0.000 186000
3 0.356 1.000 0.522 0.975 0.025 0.572 0.025 0.975 0.000 1.000 0.644 0.000 155000

2
1 0.706 1.000 0.824 0.992 0.008 0.817 0.008 0.992 0.000 1.000 0.294 0.000 75000
2 0.907 1.000 0.950 0.998 0.002 0.944 0.002 0.998 0.000 1.000 0.093 0.000 47000
3 0.949 1.000 0.973 0.999 0.001 0.969 0.001 0.999 0.000 1.000 0.051 0.000 47000

3
1 0.942 1.000 0.969 0.999 0.001 0.965 0.001 0.999 0.000 1.000 0.058 0.000 77000
2 0.990 1.000 0.995 1.000 0.000 0.994 0.000 1.000 0.000 1.000 0.010 0.000 91000
3 0.988 1.000 0.994 1.000 0.000 0.993 0.000 1.000 0.000 1.000 0.012 0.000 37000

30

1
1 0.185 1.000 0.312 0.950 0.050 0.414 0.051 0.949 0.000 1.000 0.815 0.000 220000
2 0.358 1.000 0.524 0.974 0.026 0.570 0.026 0.974 0.000 1.000 0.642 0.000 156000
3 0.528 1.000 0.686 0.984 0.016 0.694 0.016 0.984 0.000 1.000 0.472 0.000 97000

2
1 0.839 1.000 0.911 0.996 0.004 0.903 0.004 0.996 0.000 1.000 0.161 0.000 64000
2 0.969 1.000 0.984 0.999 0.001 0.982 0.001 0.999 0.000 1.000 0.031 0.000 43000
3 0.978 1.000 0.989 1.000 0.000 0.987 0.000 1.000 0.000 1.000 0.022 0.000 46000

3
1 0.979 1.000 0.989 1.000 0.000 0.987 0.000 1.000 0.000 1.000 0.021 0.000 50000
2 0.990 1.000 0.995 1.000 0.000 0.994 0.000 1.000 0.000 1.000 0.010 0.000 62000
3 0.975 1.000 0.987 0.999 0.001 0.985 0.001 0.999 0.000 1.000 0.025 0.000 63000

40

1
1 0.244 1.000 0.390 0.960 0.040 0.470 0.041 0.959 0.000 1.000 0.756 0.000 175000
2 0.462 1.000 0.628 0.982 0.018 0.650 0.018 0.982 0.000 1.000 0.538 0.000 104000
3 0.580 1.000 0.730 0.988 0.012 0.736 0.012 0.988 0.000 1.000 0.420 0.000 81000

2
1 0.899 1.000 0.946 0.998 0.002 0.939 0.002 0.998 0.000 1.000 0.101 0.000 66000
2 0.980 1.000 0.990 1.000 0.000 0.988 0.000 1.000 0.000 1.000 0.020 0.000 56000
3 0.991 1.000 0.995 1.000 0.000 0.995 0.000 1.000 0.000 1.000 0.009 0.000 91000

3
1 0.978 1.000 0.989 1.000 0.000 0.987 0.000 1.000 0.000 1.000 0.022 0.000 88000
2 0.976 1.000 0.987 1.000 0.000 0.985 0.000 1.000 0.000 1.000 0.024 0.000 61000
3 0.960 1.000 0.979 0.999 0.001 0.976 0.001 0.999 0.000 1.000 0.040 0.000 83000

50

1
1 0.324 1.000 0.486 0.969 0.031 0.539 0.031 0.969 0.000 1.000 0.676 0.000 173000
2 0.565 1.000 0.717 0.986 0.014 0.721 0.014 0.986 0.000 1.000 0.435 0.000 118000
3 0.629 1.000 0.768 0.990 0.010 0.770 0.010 0.990 0.000 1.000 0.371 0.000 90000

2
1 0.940 1.000 0.968 0.999 0.001 0.964 0.001 0.999 0.000 1.000 0.060 0.000 70000
2 0.985 1.000 0.992 1.000 0.000 0.991 0.000 1.000 0.000 1.000 0.015 0.000 55000
3 0.991 1.000 0.995 1.000 0.000 0.995 0.000 1.000 0.000 1.000 0.009 0.000 56000

3
1 0.991 1.000 0.995 1.000 0.000 0.995 0.000 1.000 0.000 1.000 0.009 0.000 66000
2 0.987 1.000 0.993 1.000 0.000 0.992 0.000 1.000 0.000 1.000 0.013 0.000 68000
3 0.985 1.000 0.992 1.000 0.000 0.991 0.000 1.000 0.000 1.000 0.016 0.000 58000
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Table C.23: SBR all results for generated simulations based on following parameters:
P=2, $g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100
$F $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time (ns)

10

1
1 0.060 1.000 0.113 0.682 0.318 0.201 0.325 0.675 0.000 1.000 0.940 0.000 1030129
2 0.111 1.000 0.200 0.857 0.143 0.303 0.145 0.855 0.000 1.000 0.889 0.000 465595
3 0.156 1.000 0.269 0.906 0.094 0.369 0.095 0.905 0.000 1.000 0.844 0.000 334137

2
1 0.143 1.000 0.249 0.846 0.154 0.337 0.157 0.843 0.000 1.000 0.857 0.000 550904
2 0.337 1.000 0.501 0.963 0.037 0.544 0.038 0.962 0.000 1.000 0.663 0.000 192749
3 0.521 1.000 0.683 0.983 0.017 0.692 0.018 0.982 0.000 1.000 0.479 0.000 108482

3
1 0.192 1.000 0.321 0.860 0.140 0.384 0.143 0.857 0.000 1.000 0.808 0.000 541813
2 0.575 1.000 0.728 0.986 0.014 0.727 0.015 0.985 0.000 1.000 0.425 0.000 121246
3 0.801 1.000 0.888 0.995 0.005 0.878 0.005 0.995 0.000 1.000 0.199 0.000 73137

20

1
1 0.129 1.000 0.229 0.863 0.137 0.331 0.139 0.861 0.000 1.000 0.871 0.000 487158
2 0.228 1.000 0.370 0.931 0.069 0.452 0.071 0.929 0.000 1.000 0.772 0.000 256481
3 0.294 1.000 0.452 0.953 0.047 0.517 0.048 0.952 0.000 1.000 0.706 0.000 178863

2
1 0.405 1.000 0.574 0.961 0.039 0.609 0.039 0.961 0.000 1.000 0.595 0.000 194137
2 0.722 1.000 0.837 0.991 0.009 0.830 0.009 0.991 0.000 1.000 0.278 0.000 90430
3 0.823 1.000 0.901 0.995 0.005 0.894 0.005 0.995 0.000 1.000 0.177 0.000 88737

3
1 0.623 1.000 0.766 0.983 0.017 0.768 0.018 0.982 0.000 1.000 0.377 0.000 151424
2 0.901 1.000 0.947 0.998 0.002 0.941 0.002 0.998 0.000 1.000 0.099 0.000 96304
3 0.946 1.000 0.972 0.999 0.001 0.968 0.001 0.999 0.000 1.000 0.054 0.000 73237

30

1
1 0.178 1.000 0.302 0.904 0.096 0.398 0.098 0.902 0.000 1.000 0.822 0.000 339161
2 0.317 1.000 0.479 0.952 0.048 0.539 0.049 0.951 0.000 1.000 0.683 0.000 191395
3 0.433 1.000 0.602 0.970 0.030 0.632 0.030 0.970 0.000 1.000 0.567 0.000 150357

2
1 0.592 1.000 0.742 0.981 0.019 0.750 0.019 0.981 0.000 1.000 0.408 0.000 133053
2 0.850 1.000 0.918 0.996 0.004 0.911 0.004 0.996 0.000 1.000 0.150 0.000 95094
3 0.919 1.000 0.957 0.998 0.002 0.952 0.002 0.998 0.000 1.000 0.081 0.000 76161

3
1 0.833 1.000 0.908 0.994 0.006 0.903 0.006 0.994 0.000 1.000 0.167 0.000 147904
2 0.955 1.000 0.977 0.999 0.001 0.973 0.001 0.999 0.000 1.000 0.045 0.000 96213
3 0.928 1.000 0.962 0.998 0.002 0.957 0.002 0.998 0.000 1.000 0.072 0.000 76079

40

1
1 0.233 1.000 0.377 0.929 0.071 0.459 0.072 0.928 0.000 1.000 0.767 0.000 243649
2 0.382 1.000 0.551 0.966 0.034 0.597 0.035 0.965 0.000 1.000 0.618 0.000 155117
3 0.493 1.000 0.658 0.977 0.023 0.681 0.024 0.976 0.000 1.000 0.507 0.000 122475

2
1 0.722 1.000 0.837 0.989 0.011 0.835 0.011 0.989 0.000 1.000 0.278 0.000 131713
2 0.912 1.000 0.954 0.998 0.002 0.949 0.002 0.998 0.000 1.000 0.088 0.000 97711
3 0.959 1.000 0.979 0.999 0.001 0.976 0.001 0.999 0.000 1.000 0.041 0.000 91453

3
1 0.894 1.000 0.944 0.997 0.003 0.940 0.003 0.997 0.000 1.000 0.106 0.000 159526
2 0.942 1.000 0.969 0.999 0.001 0.966 0.001 0.999 0.000 1.000 0.058 0.000 101930
3 0.916 1.000 0.955 0.998 0.002 0.950 0.002 0.998 0.000 1.000 0.084 0.000 81737

50

1
1 0.282 1.000 0.439 0.942 0.058 0.507 0.059 0.941 0.000 1.000 0.718 0.000 227231
2 0.497 1.000 0.661 0.975 0.025 0.681 0.026 0.974 0.000 1.000 0.503 0.000 124874
3 0.574 1.000 0.726 0.982 0.018 0.738 0.018 0.982 0.000 1.000 0.426 0.000 121114

2
1 0.820 1.000 0.900 0.994 0.006 0.895 0.006 0.994 0.000 1.000 0.180 0.000 119281
2 0.947 1.000 0.973 0.999 0.001 0.969 0.001 0.999 0.000 1.000 0.053 0.000 95135
3 0.974 1.000 0.987 0.999 0.001 0.985 0.001 0.999 0.000 1.000 0.026 0.000 91526

3
1 0.936 1.000 0.966 0.998 0.002 0.963 0.002 0.998 0.000 1.000 0.064 0.000 151687
2 0.957 1.000 0.978 0.999 0.001 0.975 0.001 0.999 0.000 1.000 0.043 0.000 81579
3 0.959 1.000 0.978 0.999 0.001 0.976 0.001 0.999 0.000 1.000 0.041 0.000 73249
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Table C.24: SBR all results for generated simulations based on following parameters:
P=3, $g=100, $d=11, $b=1, $B=2, Φ=1, Ψ=0, $t=1 and $T=100
$F $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time (ns)

10

1
1 0.061 1.000 0.116 0.540 0.460 0.179 0.474 0.526 0.000 1.000 0.939 0.000 2500439
2 0.106 1.000 0.191 0.798 0.202 0.285 0.206 0.794 0.000 1.000 0.894 0.000 612724
3 0.137 1.000 0.240 0.866 0.134 0.337 0.137 0.863 0.000 1.000 0.863 0.000 453216

2
1 0.099 1.000 0.179 0.657 0.343 0.247 0.354 0.646 0.000 1.000 0.901 0.000 1400142
2 0.226 1.000 0.367 0.926 0.074 0.433 0.075 0.925 0.000 1.000 0.774 0.000 279192
3 0.372 1.000 0.540 0.967 0.033 0.573 0.034 0.966 0.000 1.000 0.628 0.000 140806

3
1 0.104 1.000 0.188 0.594 0.406 0.237 0.418 0.582 0.000 1.000 0.896 0.000 1965743
2 0.360 1.000 0.527 0.962 0.038 0.556 0.039 0.961 0.000 1.000 0.640 0.000 192750
3 0.613 1.000 0.758 0.987 0.013 0.753 0.013 0.987 0.000 1.000 0.387 0.000 129861

20

1
1 0.129 1.000 0.229 0.801 0.199 0.319 0.205 0.795 0.000 1.000 0.871 0.000 633594
2 0.209 1.000 0.345 0.898 0.102 0.426 0.105 0.895 0.000 1.000 0.791 0.000 357626
3 0.274 1.000 0.428 0.932 0.068 0.497 0.070 0.930 0.000 1.000 0.726 0.000 246164

2
1 0.294 1.000 0.453 0.913 0.087 0.507 0.090 0.910 0.000 1.000 0.706 0.000 346963
2 0.548 1.000 0.705 0.980 0.020 0.713 0.020 0.980 0.000 1.000 0.452 0.000 134834
3 0.704 1.000 0.825 0.990 0.010 0.819 0.010 0.990 0.000 1.000 0.296 0.000 112840

3
1 0.419 1.000 0.590 0.942 0.058 0.611 0.060 0.940 0.000 1.000 0.581 0.000 349813
2 0.747 1.000 0.853 0.993 0.007 0.844 0.008 0.992 0.000 1.000 0.253 0.000 175968
3 0.867 1.000 0.928 0.997 0.003 0.920 0.003 0.997 0.000 1.000 0.133 0.000 130389

30

1
1 0.179 1.000 0.304 0.859 0.141 0.389 0.145 0.855 0.000 1.000 0.821 0.000 456578
2 0.293 1.000 0.452 0.931 0.069 0.514 0.070 0.930 0.000 1.000 0.707 0.000 243112
3 0.382 1.000 0.550 0.955 0.045 0.592 0.046 0.954 0.000 1.000 0.618 0.000 182568

2
1 0.483 1.000 0.650 0.960 0.040 0.670 0.041 0.959 0.000 1.000 0.517 0.000 215013
2 0.744 1.000 0.852 0.991 0.009 0.846 0.009 0.991 0.000 1.000 0.256 0.000 127754
3 0.852 1.000 0.919 0.996 0.004 0.912 0.004 0.996 0.000 1.000 0.148 0.000 105377

3
1 0.653 1.000 0.790 0.980 0.020 0.791 0.021 0.979 0.000 1.000 0.347 0.000 322521
2 0.878 1.000 0.934 0.997 0.003 0.927 0.003 0.997 0.000 1.000 0.122 0.000 143316
3 0.868 1.000 0.929 0.997 0.003 0.922 0.003 0.997 0.000 1.000 0.132 0.000 115527

40

1
1 0.225 1.000 0.367 0.894 0.106 0.444 0.109 0.891 0.000 1.000 0.775 0.000 305684
2 0.378 1.000 0.547 0.952 0.048 0.592 0.049 0.951 0.000 1.000 0.622 0.000 178231
3 0.466 1.000 0.634 0.967 0.033 0.661 0.034 0.966 0.000 1.000 0.534 0.000 154124

2
1 0.618 1.000 0.763 0.977 0.023 0.768 0.024 0.976 0.000 1.000 0.382 0.000 196520
2 0.844 1.000 0.914 0.995 0.005 0.908 0.005 0.995 0.000 1.000 0.156 0.000 136851
3 0.919 1.000 0.957 0.998 0.002 0.953 0.002 0.998 0.000 1.000 0.081 0.000 123465

3
1 0.782 1.000 0.877 0.989 0.011 0.873 0.011 0.989 0.000 1.000 0.218 0.000 307400
2 0.897 1.000 0.945 0.997 0.003 0.939 0.003 0.997 0.000 1.000 0.103 0.000 123477
3 0.858 1.000 0.922 0.996 0.004 0.916 0.004 0.996 0.000 1.000 0.142 0.000 109212

50

1
1 0.281 1.000 0.438 0.918 0.082 0.502 0.084 0.916 0.000 1.000 0.719 0.000 274620
2 0.455 1.000 0.624 0.963 0.037 0.652 0.038 0.962 0.000 1.000 0.545 0.000 161793
3 0.531 1.000 0.691 0.974 0.026 0.709 0.027 0.973 0.000 1.000 0.469 0.000 139791

2
1 0.724 1.000 0.839 0.985 0.015 0.837 0.015 0.985 0.000 1.000 0.276 0.000 178608
2 0.889 1.000 0.941 0.996 0.004 0.936 0.004 0.996 0.000 1.000 0.111 0.000 138155
3 0.946 1.000 0.972 0.998 0.002 0.969 0.002 0.998 0.000 1.000 0.054 0.000 129759

3
1 0.859 1.000 0.923 0.994 0.006 0.920 0.007 0.993 0.000 1.000 0.141 0.000 264337
2 0.897 1.000 0.945 0.997 0.003 0.940 0.003 0.997 0.000 1.000 0.103 0.000 135416
3 0.928 1.000 0.962 0.998 0.002 0.958 0.002 0.998 0.000 1.000 0.072 0.000 104510
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Table C.25: PEC all results for generated simulations based on following parameters:
P=1, $b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100
$g $d $F PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

5
10 0.988 0.885 0.929 0.995 0.005 0.879 0.001 0.999 0.115 0.995 0.012 0.005 605000
30 0.994 0.995 0.994 0.999 0.001 0.991 0.001 0.999 0.005 1.000 0.006 0.000 272500
50 0.989 0.993 0.990 0.999 0.001 0.986 0.001 0.999 0.007 1.000 0.011 0.000 285000

8
10 0.968 0.970 0.968 0.996 0.004 0.952 0.002 0.998 0.030 0.999 0.032 0.001 474286
30 0.979 0.984 0.981 0.998 0.002 0.972 0.002 0.998 0.016 0.999 0.021 0.001 311429
50 0.997 0.994 0.995 1.000 0.000 0.993 0.000 1.000 0.006 1.000 0.003 0.000 234286

11
10 0.992 0.978 0.984 0.998 0.002 0.973 0.001 0.999 0.022 0.999 0.008 0.001 482000
30 0.977 0.997 0.987 0.998 0.002 0.983 0.002 0.998 0.003 1.000 0.023 0.000 222000
50 0.995 0.999 0.997 1.000 0.000 0.996 0.000 1.000 0.001 1.000 0.005 0.000 217000

50

5
10 0.993 0.880 0.924 0.997 0.003 0.876 0.000 1.000 0.120 0.998 0.007 0.002 955000
30 0.968 0.948 0.953 0.998 0.002 0.929 0.001 0.999 0.052 0.999 0.032 0.001 467500
50 0.986 0.970 0.976 0.999 0.001 0.962 0.001 0.999 0.030 0.999 0.014 0.001 417500

8
10 0.959 0.907 0.929 0.997 0.003 0.885 0.002 0.998 0.093 0.998 0.041 0.002 1025714
30 0.963 0.977 0.969 0.998 0.002 0.956 0.001 0.999 0.023 1.000 0.037 0.000 425714
50 0.974 0.984 0.978 0.999 0.001 0.969 0.001 0.999 0.016 1.000 0.026 0.000 315714

11
10 0.976 0.939 0.956 0.998 0.002 0.926 0.001 0.999 0.061 0.999 0.024 0.001 896000
30 0.978 0.987 0.982 0.999 0.001 0.974 0.001 0.999 0.013 1.000 0.022 0.000 426000
50 0.970 0.998 0.983 0.999 0.001 0.980 0.001 0.999 0.002 1.000 0.030 0.000 327000

75

5
10 0.989 0.775 0.856 0.997 0.003 0.769 0.000 1.000 0.225 0.997 0.011 0.003 1362500
30 0.965 0.945 0.951 0.998 0.002 0.926 0.001 0.999 0.055 0.999 0.035 0.001 597500
50 0.992 0.960 0.973 0.999 0.001 0.956 0.000 1.000 0.040 0.999 0.008 0.001 395000

8
10 0.983 0.890 0.930 0.998 0.002 0.881 0.000 1.000 0.110 0.999 0.017 0.001 1310000
30 0.976 0.970 0.972 0.999 0.001 0.956 0.001 0.999 0.030 1.000 0.024 0.000 617143
50 0.972 0.986 0.978 0.999 0.001 0.970 0.001 0.999 0.014 1.000 0.028 0.000 405714

11
10 0.976 0.926 0.949 0.998 0.002 0.914 0.001 0.999 0.074 0.999 0.024 0.001 1369000
30 0.983 0.971 0.976 0.999 0.001 0.961 0.000 1.000 0.029 1.000 0.017 0.000 589000
50 0.975 0.985 0.979 0.999 0.001 0.970 0.001 0.999 0.015 1.000 0.025 0.000 418000

100

5
10 0.953 0.698 0.782 0.996 0.004 0.683 0.001 0.999 0.302 0.997 0.047 0.003 2022500
30 0.995 0.948 0.966 0.999 0.001 0.945 0.000 1.000 0.052 0.999 0.005 0.001 712500
50 0.989 0.965 0.974 0.999 0.001 0.958 0.000 1.000 0.035 1.000 0.011 0.000 527500

8
10 0.971 0.867 0.913 0.998 0.002 0.853 0.000 1.000 0.133 0.999 0.029 0.001 1777143
30 0.957 0.960 0.957 0.999 0.001 0.940 0.001 0.999 0.040 1.000 0.043 0.000 737143
50 0.987 0.984 0.985 1.000 0.000 0.977 0.000 1.000 0.016 1.000 0.013 0.000 515714

11
10 0.982 0.930 0.954 0.999 0.001 0.921 0.000 1.000 0.070 0.999 0.018 0.001 1834000
30 0.996 0.975 0.985 1.000 0.000 0.973 0.000 1.000 0.025 1.000 0.004 0.000 733000
50 0.992 0.983 0.987 1.000 0.000 0.978 0.000 1.000 0.017 1.000 0.008 0.000 471000
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Table C.26: PEC all results for generated simulations based on following parameters:
P=2, $b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100
$g $d $F PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

5
10 0.937 0.792 0.849 0.980 0.020 0.809 0.005 0.995 0.208 0.984 0.063 0.016 1107500
30 0.993 0.960 0.975 0.996 0.004 0.970 0.001 0.999 0.040 0.997 0.007 0.003 650893
50 0.971 0.931 0.945 0.992 0.008 0.932 0.003 0.997 0.069 0.994 0.029 0.006 547857

8
10 0.960 0.927 0.941 0.991 0.009 0.923 0.004 0.996 0.073 0.994 0.040 0.006 975101
30 0.971 0.959 0.960 0.994 0.006 0.950 0.003 0.997 0.041 0.997 0.029 0.003 557637
50 0.996 0.942 0.967 0.995 0.005 0.958 0.000 1.000 0.058 0.995 0.004 0.005 647088

11
10 0.985 0.955 0.968 0.995 0.005 0.956 0.002 0.998 0.045 0.997 0.015 0.003 847798
30 0.980 0.958 0.965 0.995 0.005 0.957 0.002 0.998 0.042 0.997 0.020 0.003 598711
50 0.997 0.975 0.983 0.998 0.002 0.980 0.000 1.000 0.025 0.998 0.003 0.002 438395

50

5
10 0.937 0.762 0.833 0.989 0.011 0.794 0.002 0.998 0.237 0.991 0.063 0.009 1854702
30 0.941 0.848 0.886 0.992 0.008 0.850 0.003 0.997 0.152 0.995 0.059 0.005 986964
50 0.987 0.908 0.944 0.996 0.004 0.925 0.001 0.999 0.092 0.996 0.013 0.004 799643

8
10 0.904 0.798 0.843 0.989 0.011 0.801 0.004 0.996 0.202 0.993 0.096 0.007 1886868
30 0.955 0.921 0.934 0.995 0.005 0.917 0.002 0.998 0.079 0.997 0.045 0.003 862179
50 0.959 0.937 0.945 0.995 0.005 0.932 0.002 0.998 0.063 0.998 0.041 0.002 704176

11
10 0.916 0.872 0.891 0.992 0.008 0.859 0.004 0.996 0.128 0.995 0.084 0.005 1704158
30 0.968 0.943 0.953 0.996 0.004 0.941 0.002 0.998 0.057 0.998 0.032 0.002 854249
50 0.960 0.975 0.967 0.997 0.003 0.960 0.002 0.998 0.025 0.999 0.040 0.001 710208

75

5
10 0.899 0.659 0.751 0.990 0.010 0.689 0.002 0.998 0.341 0.992 0.101 0.008 2570655
30 0.950 0.827 0.878 0.994 0.006 0.845 0.001 0.999 0.173 0.996 0.050 0.004 1186429
50 0.986 0.858 0.914 0.996 0.004 0.879 0.000 1.000 0.142 0.997 0.014 0.003 945179

8
10 0.882 0.778 0.822 0.992 0.008 0.772 0.003 0.997 0.222 0.995 0.118 0.005 2478306
30 0.955 0.892 0.919 0.996 0.004 0.892 0.001 0.999 0.108 0.997 0.045 0.003 1131832
50 0.971 0.934 0.951 0.997 0.003 0.936 0.001 0.999 0.066 0.998 0.029 0.002 906978

11
10 0.930 0.837 0.877 0.994 0.006 0.842 0.002 0.998 0.163 0.996 0.070 0.004 2330854
30 0.977 0.921 0.947 0.997 0.003 0.929 0.001 0.999 0.079 0.998 0.023 0.002 1125268
50 0.961 0.951 0.953 0.997 0.003 0.943 0.001 0.999 0.049 0.999 0.039 0.001 817830

100

5
10 0.845 0.551 0.657 0.991 0.009 0.575 0.002 0.998 0.449 0.992 0.155 0.008 3514107
30 0.980 0.812 0.883 0.996 0.004 0.842 0.000 1.000 0.188 0.996 0.020 0.004 1445000
50 0.980 0.864 0.916 0.997 0.003 0.889 0.000 1.000 0.136 0.997 0.020 0.003 1030179

8
10 0.896 0.721 0.794 0.994 0.006 0.733 0.002 0.998 0.279 0.995 0.104 0.005 3302747
30 0.949 0.888 0.914 0.997 0.003 0.889 0.001 0.999 0.112 0.998 0.051 0.002 1344725
50 0.977 0.922 0.948 0.998 0.002 0.929 0.001 0.999 0.078 0.999 0.023 0.001 1043727

11
10 0.938 0.818 0.869 0.995 0.005 0.830 0.001 0.999 0.182 0.997 0.062 0.003 3031313
30 0.981 0.926 0.952 0.998 0.002 0.934 0.000 1.000 0.074 0.999 0.019 0.001 1315395
50 0.987 0.929 0.954 0.998 0.002 0.939 0.000 1.000 0.071 0.999 0.013 0.001 933026
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Table C.27: PEC all results for generated simulations based on following parameters:
P=3, $b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100
$g $d $F PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

5
10 0.910 0.726 0.799 0.966 0.034 0.761 0.008 0.992 0.274 0.971 0.090 0.029 1323732
30 0.997 0.944 0.968 0.994 0.006 0.964 0.000 1.000 0.056 0.994 0.003 0.006 698328
50 0.987 0.921 0.949 0.990 0.010 0.938 0.002 0.998 0.079 0.991 0.013 0.009 757045

8
10 0.960 0.874 0.912 0.983 0.017 0.893 0.005 0.995 0.126 0.986 0.040 0.014 1142979
30 0.967 0.930 0.938 0.991 0.009 0.925 0.003 0.997 0.070 0.994 0.033 0.006 615487
50 0.996 0.914 0.950 0.990 0.010 0.940 0.001 0.999 0.086 0.991 0.004 0.009 730897

11
10 0.996 0.930 0.960 0.994 0.006 0.944 0.000 1.000 0.070 0.994 0.004 0.006 840305
30 0.987 0.943 0.962 0.992 0.008 0.954 0.002 0.998 0.057 0.994 0.013 0.006 779858
50 1.000 0.951 0.969 0.995 0.005 0.966 0.000 1.000 0.049 0.994 0.000 0.006 509839

50

5
10 0.899 0.682 0.769 0.981 0.019 0.726 0.004 0.996 0.318 0.984 0.101 0.016 2320626
30 0.948 0.833 0.883 0.989 0.011 0.853 0.003 0.997 0.166 0.992 0.052 0.008 1233273
50 0.985 0.833 0.897 0.990 0.010 0.879 0.001 0.999 0.167 0.991 0.015 0.009 1012788

8
10 0.835 0.680 0.744 0.978 0.022 0.696 0.007 0.993 0.320 0.984 0.165 0.016 2415905
30 0.960 0.903 0.927 0.992 0.008 0.913 0.003 0.997 0.097 0.995 0.040 0.005 1143031
50 0.959 0.933 0.944 0.994 0.006 0.932 0.003 0.997 0.067 0.997 0.041 0.003 929375

11
10 0.871 0.804 0.832 0.984 0.016 0.800 0.007 0.993 0.196 0.990 0.129 0.010 2246629
30 0.963 0.925 0.942 0.994 0.006 0.932 0.003 0.997 0.075 0.996 0.037 0.004 1107689
50 0.950 0.952 0.949 0.994 0.006 0.942 0.004 0.996 0.048 0.997 0.050 0.003 931262

75

5
10 0.839 0.548 0.652 0.982 0.018 0.593 0.004 0.996 0.452 0.985 0.161 0.015 3182197
30 0.943 0.787 0.852 0.991 0.009 0.815 0.002 0.998 0.213 0.993 0.057 0.007 1520985
50 0.982 0.771 0.857 0.992 0.008 0.817 0.001 0.999 0.229 0.993 0.018 0.007 1150227

8
10 0.842 0.673 0.740 0.985 0.015 0.696 0.005 0.995 0.327 0.989 0.158 0.011 3212126
30 0.951 0.858 0.899 0.993 0.007 0.876 0.002 0.998 0.142 0.995 0.049 0.005 1460459
50 0.977 0.902 0.936 0.996 0.004 0.920 0.001 0.999 0.098 0.997 0.023 0.003 1114648

11
10 0.874 0.754 0.807 0.989 0.011 0.774 0.004 0.996 0.246 0.992 0.126 0.008 3168019
30 0.973 0.918 0.944 0.996 0.004 0.929 0.001 0.999 0.082 0.997 0.027 0.003 1441067
50 0.970 0.953 0.961 0.997 0.003 0.954 0.001 0.999 0.047 0.998 0.030 0.002 1085123

100

5
10 0.807 0.452 0.567 0.984 0.016 0.503 0.003 0.997 0.548 0.987 0.193 0.013 4515025
30 0.961 0.774 0.853 0.994 0.006 0.818 0.001 0.999 0.226 0.994 0.039 0.006 1823182
50 0.978 0.806 0.877 0.994 0.006 0.850 0.001 0.999 0.194 0.995 0.022 0.005 1349470

8
10 0.834 0.630 0.711 0.988 0.012 0.662 0.003 0.997 0.370 0.991 0.166 0.009 4387130
30 0.949 0.867 0.903 0.995 0.005 0.883 0.002 0.998 0.133 0.997 0.051 0.003 1797639
50 0.979 0.885 0.928 0.996 0.004 0.907 0.001 0.999 0.115 0.997 0.021 0.003 1335437

11
10 0.897 0.754 0.815 0.992 0.008 0.781 0.002 0.998 0.246 0.994 0.103 0.006 4115618
30 0.972 0.883 0.923 0.996 0.004 0.905 0.001 0.999 0.117 0.997 0.028 0.003 1761252
50 0.985 0.899 0.935 0.997 0.003 0.922 0.001 0.999 0.101 0.997 0.015 0.003 1252194
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Table C.28: SBR all results for generated simulations based on following parameters:
P=1, $b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100
$g $d $F PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

5
10 0.456 1.000 0.618 0.928 0.072 0.633 0.075 0.925 0.000 1.000 0.544 0.000 40000
30 0.774 1.000 0.866 0.977 0.023 0.855 0.024 0.976 0.000 1.000 0.226 0.000 17500
50 0.857 1.000 0.920 0.988 0.012 0.911 0.013 0.987 0.000 1.000 0.143 0.000 47500

8
10 0.498 1.000 0.658 0.934 0.066 0.663 0.068 0.932 0.000 1.000 0.502 0.000 38571
30 0.730 1.000 0.841 0.974 0.026 0.828 0.027 0.973 0.000 1.000 0.270 0.000 31429
50 0.832 1.000 0.905 0.986 0.014 0.895 0.015 0.985 0.000 1.000 0.168 0.000 50000

11
10 0.497 1.000 0.658 0.935 0.065 0.660 0.068 0.932 0.000 1.000 0.503 0.000 77000
30 0.762 1.000 0.862 0.978 0.022 0.849 0.023 0.977 0.000 1.000 0.238 0.000 43000
50 0.851 1.000 0.918 0.987 0.013 0.907 0.013 0.987 0.000 1.000 0.149 0.000 45000

50

5
10 0.246 1.000 0.393 0.926 0.074 0.470 0.075 0.925 0.000 1.000 0.754 0.000 50000
30 0.586 1.000 0.730 0.976 0.024 0.736 0.024 0.976 0.000 1.000 0.414 0.000 42500
50 0.694 1.000 0.810 0.983 0.017 0.806 0.017 0.983 0.000 1.000 0.306 0.000 42500

8
10 0.216 1.000 0.355 0.917 0.083 0.440 0.085 0.915 0.000 1.000 0.784 0.000 94286
30 0.582 1.000 0.730 0.976 0.024 0.733 0.025 0.975 0.000 1.000 0.418 0.000 40000
50 0.708 1.000 0.824 0.985 0.015 0.816 0.016 0.984 0.000 1.000 0.292 0.000 45714

11
10 0.247 1.000 0.395 0.925 0.075 0.469 0.077 0.923 0.000 1.000 0.753 0.000 154000
30 0.584 1.000 0.733 0.975 0.025 0.732 0.025 0.975 0.000 1.000 0.416 0.000 87000
50 0.673 1.000 0.801 0.983 0.017 0.795 0.017 0.983 0.000 1.000 0.327 0.000 73000

75

5
10 0.171 1.000 0.291 0.923 0.077 0.390 0.078 0.922 0.000 1.000 0.829 0.000 80000
30 0.419 1.000 0.583 0.974 0.026 0.622 0.027 0.973 0.000 1.000 0.581 0.000 62500
50 0.614 1.000 0.750 0.986 0.014 0.757 0.015 0.985 0.000 1.000 0.386 0.000 47500

8
10 0.169 1.000 0.288 0.925 0.075 0.390 0.076 0.924 0.000 1.000 0.831 0.000 102857
30 0.434 1.000 0.599 0.973 0.027 0.628 0.027 0.973 0.000 1.000 0.566 0.000 50000
50 0.578 1.000 0.725 0.984 0.016 0.733 0.016 0.984 0.000 1.000 0.422 0.000 52857

11
10 0.164 1.000 0.281 0.925 0.075 0.385 0.076 0.924 0.000 1.000 0.836 0.000 221000
30 0.475 1.000 0.639 0.975 0.025 0.653 0.025 0.974 0.000 1.000 0.525 0.000 99000
50 0.592 1.000 0.740 0.985 0.015 0.743 0.015 0.985 0.000 1.000 0.408 0.000 105000

100

5
10 0.113 1.000 0.203 0.912 0.088 0.318 0.088 0.912 0.000 1.000 0.887 0.000 67500
30 0.346 1.000 0.507 0.974 0.026 0.563 0.026 0.974 0.000 1.000 0.654 0.000 50000
50 0.523 1.000 0.677 0.984 0.016 0.692 0.016 0.984 0.000 1.000 0.477 0.000 60000

8
10 0.120 1.000 0.214 0.921 0.079 0.330 0.080 0.920 0.000 1.000 0.880 0.000 185714
30 0.343 1.000 0.506 0.974 0.026 0.561 0.027 0.973 0.000 1.000 0.657 0.000 82857
50 0.502 1.000 0.663 0.984 0.016 0.679 0.016 0.984 0.000 1.000 0.498 0.000 62857

11
10 0.127 1.000 0.225 0.921 0.079 0.337 0.079 0.921 0.000 1.000 0.873 0.000 329000
30 0.358 1.000 0.524 0.974 0.026 0.570 0.026 0.974 0.000 1.000 0.642 0.000 156000
50 0.565 1.000 0.717 0.986 0.014 0.721 0.014 0.986 0.000 1.000 0.435 0.000 118000
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Table C.29: SBR all results for generated simulations based on following parameters:
P=2, $b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100
$g $d $F PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

5
10 0.451 1.000 0.616 0.892 0.108 0.621 0.117 0.883 0.000 1.000 0.549 0.000 42143
30 0.783 1.000 0.873 0.968 0.032 0.861 0.034 0.966 0.000 1.000 0.217 0.000 33750
50 0.845 1.000 0.913 0.980 0.020 0.904 0.021 0.979 0.000 1.000 0.155 0.000 51250

8
10 0.451 1.000 0.617 0.888 0.112 0.617 0.120 0.880 0.000 1.000 0.549 0.000 50559
30 0.712 1.000 0.827 0.964 0.036 0.816 0.039 0.961 0.000 1.000 0.288 0.000 47308
50 0.783 1.000 0.876 0.972 0.028 0.865 0.030 0.970 0.000 1.000 0.217 0.000 45604

11
10 0.455 1.000 0.620 0.903 0.097 0.622 0.103 0.897 0.000 1.000 0.545 0.000 92044
30 0.696 1.000 0.819 0.956 0.044 0.805 0.047 0.953 0.000 1.000 0.304 0.000 56842
50 0.834 1.000 0.908 0.981 0.019 0.897 0.021 0.979 0.000 1.000 0.166 0.000 45184

50

5
10 0.230 1.000 0.372 0.866 0.134 0.440 0.139 0.861 0.000 1.000 0.770 0.000 79524
30 0.518 1.000 0.676 0.953 0.047 0.687 0.049 0.951 0.000 1.000 0.482 0.000 58036
50 0.647 1.000 0.781 0.971 0.029 0.778 0.031 0.969 0.000 1.000 0.353 0.000 75536

8
10 0.211 1.000 0.347 0.856 0.144 0.419 0.149 0.851 0.000 1.000 0.789 0.000 119560
30 0.519 1.000 0.679 0.956 0.044 0.691 0.045 0.955 0.000 1.000 0.481 0.000 75229
50 0.652 1.000 0.785 0.973 0.027 0.784 0.028 0.972 0.000 1.000 0.348 0.000 72756

11
10 0.212 1.000 0.349 0.864 0.136 0.420 0.140 0.860 0.000 1.000 0.788 0.000 239079
30 0.504 1.000 0.666 0.954 0.046 0.679 0.048 0.952 0.000 1.000 0.496 0.000 111719
50 0.603 1.000 0.750 0.969 0.031 0.752 0.032 0.968 0.000 1.000 0.397 0.000 89661

75

5
10 0.160 1.000 0.274 0.869 0.131 0.368 0.134 0.866 0.000 1.000 0.840 0.000 125060
30 0.403 1.000 0.570 0.957 0.043 0.610 0.044 0.956 0.000 1.000 0.597 0.000 58750
50 0.556 1.000 0.711 0.975 0.025 0.724 0.026 0.974 0.000 1.000 0.444 0.000 71786

8
10 0.152 1.000 0.264 0.863 0.137 0.357 0.140 0.860 0.000 1.000 0.848 0.000 192436
30 0.370 1.000 0.537 0.951 0.049 0.582 0.050 0.950 0.000 1.000 0.630 0.000 94460
50 0.514 1.000 0.675 0.970 0.030 0.694 0.030 0.970 0.000 1.000 0.486 0.000 81374

11
10 0.149 1.000 0.258 0.862 0.138 0.352 0.141 0.859 0.000 1.000 0.851 0.000 374813
30 0.395 1.000 0.564 0.952 0.048 0.599 0.049 0.951 0.000 1.000 0.605 0.000 163771
50 0.543 1.000 0.701 0.973 0.027 0.714 0.028 0.972 0.000 1.000 0.457 0.000 121699

100

5
10 0.110 1.000 0.198 0.850 0.150 0.302 0.152 0.848 0.000 1.000 0.890 0.000 156964
30 0.332 1.000 0.495 0.956 0.044 0.554 0.045 0.955 0.000 1.000 0.668 0.000 81250
50 0.494 1.000 0.654 0.974 0.026 0.677 0.026 0.974 0.000 1.000 0.506 0.000 91786

8
10 0.109 1.000 0.197 0.853 0.147 0.302 0.150 0.850 0.000 1.000 0.891 0.000 280604
30 0.320 1.000 0.482 0.953 0.047 0.541 0.048 0.952 0.000 1.000 0.680 0.000 118462
50 0.449 1.000 0.615 0.971 0.029 0.646 0.030 0.970 0.000 1.000 0.551 0.000 107967

11
10 0.111 1.000 0.200 0.857 0.143 0.303 0.145 0.855 0.000 1.000 0.889 0.000 465595
30 0.317 1.000 0.479 0.952 0.048 0.539 0.049 0.951 0.000 1.000 0.683 0.000 191395
50 0.497 1.000 0.661 0.975 0.025 0.681 0.026 0.974 0.000 1.000 0.503 0.000 124874
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Table C.30: SBR all results for generated simulations based on following parameters:
P=3, $b=1, $B=2, $f=1, $c=2, Φ=1, Ψ=0, $t=1 and $T=100
$g $d $F PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

5
10 0.432 1.000 0.599 0.855 0.145 0.596 0.161 0.839 0.000 1.000 0.568 0.000 65394
30 0.785 1.000 0.876 0.963 0.037 0.861 0.041 0.959 0.000 1.000 0.215 0.000 46242
50 0.858 1.000 0.921 0.977 0.023 0.910 0.026 0.974 0.000 1.000 0.142 0.000 58485

8
10 0.439 1.000 0.607 0.855 0.145 0.598 0.160 0.840 0.000 1.000 0.561 0.000 74722
30 0.712 1.000 0.828 0.957 0.043 0.813 0.047 0.953 0.000 1.000 0.288 0.000 48830
50 0.744 1.000 0.852 0.959 0.041 0.838 0.046 0.954 0.000 1.000 0.256 0.000 51570

11
10 0.455 1.000 0.619 0.897 0.103 0.621 0.111 0.889 0.000 1.000 0.545 0.000 106635
30 0.683 1.000 0.810 0.942 0.058 0.793 0.065 0.935 0.000 1.000 0.317 0.000 77517
50 0.805 1.000 0.890 0.974 0.026 0.877 0.028 0.972 0.000 1.000 0.195 0.000 64980

50

5
10 0.216 1.000 0.354 0.809 0.191 0.412 0.201 0.799 0.000 1.000 0.784 0.000 124354
30 0.502 1.000 0.665 0.935 0.065 0.673 0.069 0.931 0.000 1.000 0.498 0.000 77197
50 0.607 1.000 0.751 0.956 0.044 0.752 0.047 0.953 0.000 1.000 0.393 0.000 86727

8
10 0.205 1.000 0.339 0.802 0.198 0.398 0.208 0.792 0.000 1.000 0.795 0.000 179900
30 0.488 1.000 0.652 0.934 0.066 0.664 0.069 0.931 0.000 1.000 0.512 0.000 81495
50 0.628 1.000 0.768 0.962 0.038 0.767 0.041 0.959 0.000 1.000 0.372 0.000 81041

11
10 0.204 1.000 0.338 0.810 0.190 0.398 0.199 0.801 0.000 1.000 0.796 0.000 310522
30 0.488 1.000 0.654 0.936 0.064 0.666 0.068 0.932 0.000 1.000 0.512 0.000 141931
50 0.591 1.000 0.741 0.956 0.044 0.744 0.046 0.954 0.000 1.000 0.409 0.000 107617

75

5
10 0.163 1.000 0.280 0.821 0.179 0.361 0.185 0.815 0.000 1.000 0.837 0.000 152955
30 0.380 1.000 0.547 0.938 0.062 0.589 0.065 0.935 0.000 1.000 0.620 0.000 75303
50 0.528 1.000 0.688 0.963 0.037 0.704 0.039 0.961 0.000 1.000 0.472 0.000 86000

8
10 0.149 1.000 0.260 0.807 0.193 0.342 0.199 0.801 0.000 1.000 0.851 0.000 232316
30 0.357 1.000 0.524 0.931 0.069 0.568 0.072 0.928 0.000 1.000 0.643 0.000 134708
50 0.503 1.000 0.666 0.959 0.041 0.685 0.043 0.957 0.000 1.000 0.497 0.000 100739

11
10 0.138 1.000 0.243 0.804 0.196 0.328 0.202 0.798 0.000 1.000 0.862 0.000 475909
30 0.379 1.000 0.548 0.934 0.066 0.585 0.068 0.932 0.000 1.000 0.621 0.000 207710
50 0.515 1.000 0.678 0.961 0.039 0.694 0.040 0.960 0.000 1.000 0.485 0.000 150975

100

5
10 0.113 1.000 0.203 0.793 0.207 0.296 0.213 0.787 0.000 1.000 0.887 0.000 179056
30 0.317 1.000 0.479 0.938 0.062 0.538 0.063 0.937 0.000 1.000 0.683 0.000 96995
50 0.466 1.000 0.631 0.962 0.038 0.658 0.039 0.961 0.000 1.000 0.534 0.000 107076

8
10 0.107 1.000 0.193 0.793 0.207 0.287 0.213 0.787 0.000 1.000 0.893 0.000 367814
30 0.309 1.000 0.470 0.932 0.068 0.528 0.069 0.931 0.000 1.000 0.691 0.000 147138
50 0.417 1.000 0.586 0.957 0.043 0.623 0.044 0.956 0.000 1.000 0.583 0.000 120311

11
10 0.106 1.000 0.191 0.798 0.202 0.285 0.206 0.794 0.000 1.000 0.894 0.000 612724
30 0.293 1.000 0.452 0.931 0.069 0.514 0.070 0.930 0.000 1.000 0.707 0.000 243112
50 0.455 1.000 0.624 0.963 0.037 0.652 0.038 0.962 0.000 1.000 0.545 0.000 161793
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Table C.31: PEC all results for generated simulations based on following parameters:
P=1, $d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100
$g $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

1
1 0.995 0.969 0.981 0.998 0.002 0.966 0.000 1.000 0.031 0.999 0.005 0.001 1069000
2 0.992 0.978 0.984 0.998 0.002 0.973 0.001 0.999 0.022 0.999 0.008 0.001 482000
3 0.963 0.970 0.965 0.996 0.004 0.948 0.003 0.997 0.030 0.999 0.037 0.001 421000

2
1 0.987 0.989 0.988 0.999 0.001 0.981 0.001 0.999 0.011 1.000 0.013 0.000 304000
2 0.998 1.000 0.999 1.000 0.000 0.998 0.000 1.000 0.000 1.000 0.003 0.000 153000
3 0.998 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.002 0.000 151000

3
1 0.977 0.994 0.985 0.998 0.002 0.980 0.002 0.998 0.006 1.000 0.023 0.000 205000
2 0.997 1.000 0.998 1.000 0.000 0.998 0.000 1.000 0.000 1.000 0.003 0.000 141000
3 1.000 0.996 0.998 1.000 0.000 0.996 0.000 1.000 0.004 1.000 0.000 0.000 113000

50

1
1 0.945 0.870 0.903 0.995 0.005 0.842 0.002 0.998 0.130 0.997 0.055 0.003 2110000
2 0.976 0.939 0.956 0.998 0.002 0.926 0.001 0.999 0.061 0.999 0.024 0.001 896000
3 0.982 0.989 0.985 0.999 0.001 0.978 0.001 0.999 0.011 1.000 0.018 0.000 687000

2
1 0.975 0.983 0.978 0.999 0.001 0.968 0.001 0.999 0.017 1.000 0.025 0.000 535000
2 0.979 0.996 0.987 0.999 0.001 0.983 0.001 0.999 0.004 1.000 0.022 0.000 264000
3 0.993 1.000 0.996 1.000 0.000 0.996 0.000 1.000 0.000 1.000 0.007 0.000 167000

3
1 0.976 0.989 0.982 0.999 0.001 0.975 0.001 0.999 0.011 1.000 0.024 0.000 280000
2 0.998 1.000 0.999 1.000 0.000 0.998 0.000 1.000 0.000 1.000 0.003 0.000 179000
3 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.001 0.000 180000

75

1
1 0.943 0.858 0.896 0.997 0.003 0.830 0.001 0.999 0.142 0.998 0.057 0.002 2934000
2 0.976 0.926 0.949 0.998 0.002 0.914 0.001 0.999 0.074 0.999 0.024 0.001 1369000
3 0.994 0.980 0.987 1.000 0.000 0.977 0.000 1.000 0.020 1.000 0.006 0.000 947000

2
1 0.981 0.964 0.971 0.999 0.001 0.953 0.000 1.000 0.036 1.000 0.019 0.000 638000
2 0.990 0.990 0.990 1.000 0.000 0.984 0.000 1.000 0.010 1.000 0.010 0.000 303000
3 0.992 0.996 0.994 1.000 0.000 0.991 0.000 1.000 0.004 1.000 0.008 0.000 203000

3
1 0.986 0.991 0.988 1.000 0.000 0.983 0.000 1.000 0.009 1.000 0.014 0.000 352000
2 0.996 0.998 0.997 1.000 0.000 0.995 0.000 1.000 0.002 1.000 0.004 0.000 170000
3 0.999 1.000 0.999 1.000 0.000 0.999 0.000 1.000 0.000 1.000 0.001 0.000 163000

100

1
1 0.976 0.847 0.904 0.998 0.002 0.836 0.000 1.000 0.153 0.998 0.024 0.002 3591000
2 0.982 0.930 0.954 0.999 0.001 0.921 0.000 1.000 0.070 0.999 0.018 0.001 1834000
3 0.986 0.940 0.961 0.999 0.001 0.932 0.000 1.000 0.060 0.999 0.014 0.001 1292000

2
1 0.979 0.966 0.971 0.999 0.001 0.954 0.000 1.000 0.034 1.000 0.021 0.000 915000
2 0.969 0.978 0.973 0.999 0.001 0.961 0.001 0.999 0.022 1.000 0.031 0.000 361000
3 0.983 0.998 0.990 1.000 0.000 0.988 0.000 1.000 0.002 1.000 0.017 0.000 232000

3
1 0.979 0.972 0.975 0.999 0.001 0.960 0.000 1.000 0.028 1.000 0.021 0.000 464000
2 0.993 0.999 0.996 1.000 0.000 0.995 0.000 1.000 0.001 1.000 0.008 0.000 180000
3 0.999 0.999 0.999 1.000 0.000 0.998 0.000 1.000 0.001 1.000 0.002 0.000 178000



180

Table C.32: PEC all results for generated simulations based on following parameters:
P=2, $d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100
$g $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

1
1 0.968 0.898 0.927 0.990 0.010 0.906 0.003 0.997 0.102 0.992 0.032 0.008 1630281
2 0.985 0.955 0.968 0.995 0.005 0.956 0.002 0.998 0.045 0.997 0.015 0.003 847798
3 0.931 0.929 0.928 0.988 0.012 0.908 0.007 0.993 0.071 0.995 0.069 0.005 795936

2
1 0.993 0.976 0.984 0.997 0.003 0.979 0.001 0.999 0.024 0.998 0.007 0.002 736058
2 0.997 0.987 0.992 0.999 0.001 0.990 0.000 1.000 0.013 0.999 0.003 0.001 370871
3 1.000 0.992 0.996 0.999 0.001 0.995 0.000 1.000 0.008 0.999 0.000 0.001 281947

3
1 0.973 0.957 0.963 0.993 0.007 0.954 0.003 0.997 0.043 0.996 0.027 0.004 985000
2 0.984 0.995 0.989 0.998 0.002 0.987 0.001 0.999 0.005 1.000 0.016 0.000 297363
3 0.997 0.992 0.994 0.999 0.001 0.993 0.000 1.000 0.008 0.999 0.003 0.001 237816

50

1
1 0.817 0.695 0.741 0.982 0.018 0.691 0.007 0.993 0.305 0.988 0.183 0.012 3614234
2 0.916 0.872 0.891 0.992 0.008 0.859 0.004 0.996 0.128 0.995 0.084 0.005 1704158
3 0.973 0.917 0.943 0.996 0.004 0.927 0.001 0.999 0.083 0.997 0.027 0.003 1283640

2
1 0.941 0.894 0.914 0.993 0.007 0.891 0.003 0.997 0.106 0.996 0.059 0.004 1881447
2 0.972 0.971 0.971 0.998 0.002 0.963 0.001 0.999 0.029 0.999 0.028 0.001 618608
3 0.987 0.986 0.986 0.999 0.001 0.984 0.001 0.999 0.014 0.999 0.013 0.001 386190

3
1 0.977 0.946 0.960 0.997 0.003 0.950 0.001 0.999 0.054 0.998 0.023 0.002 1386956
2 0.985 0.983 0.984 0.999 0.001 0.980 0.001 0.999 0.017 0.999 0.015 0.001 391035
3 0.994 0.997 0.995 1.000 0.000 0.995 0.000 1.000 0.003 1.000 0.006 0.000 253289

75

1
1 0.799 0.661 0.717 0.987 0.013 0.661 0.005 0.995 0.339 0.992 0.201 0.008 5317988
2 0.930 0.837 0.877 0.994 0.006 0.842 0.002 0.998 0.163 0.996 0.070 0.004 2330854
3 0.980 0.898 0.935 0.997 0.003 0.915 0.001 0.999 0.102 0.997 0.020 0.003 1712962

2
1 0.940 0.898 0.915 0.995 0.005 0.894 0.002 0.998 0.102 0.997 0.060 0.003 2404233
2 0.982 0.942 0.961 0.998 0.002 0.949 0.001 0.999 0.058 0.999 0.018 0.001 883123
3 0.973 0.979 0.976 0.999 0.001 0.970 0.001 0.999 0.021 0.999 0.027 0.001 491412

3
1 0.978 0.923 0.950 0.997 0.003 0.935 0.001 0.999 0.077 0.998 0.022 0.002 2415842
2 0.982 0.978 0.980 0.999 0.001 0.976 0.000 1.000 0.022 0.999 0.018 0.001 496763
3 0.993 0.992 0.993 1.000 0.000 0.991 0.000 1.000 0.008 1.000 0.007 0.000 305689

100

1
1 0.795 0.618 0.689 0.990 0.010 0.639 0.003 0.997 0.382 0.993 0.205 0.007 6799351
2 0.938 0.818 0.869 0.995 0.005 0.830 0.001 0.999 0.182 0.997 0.062 0.003 3031313
3 0.934 0.865 0.894 0.996 0.004 0.863 0.001 0.999 0.135 0.998 0.066 0.002 2135500

2
1 0.945 0.881 0.910 0.996 0.004 0.885 0.001 0.999 0.119 0.998 0.055 0.002 3386237
2 0.961 0.945 0.953 0.998 0.002 0.938 0.001 0.999 0.055 0.999 0.039 0.001 1085567
3 0.974 0.959 0.966 0.999 0.001 0.955 0.001 0.999 0.041 0.999 0.026 0.001 696009

3
1 0.952 0.910 0.930 0.997 0.003 0.907 0.001 0.999 0.090 0.998 0.048 0.002 3044017
2 0.972 0.977 0.974 0.999 0.001 0.968 0.001 0.999 0.023 1.000 0.028 0.000 585360
3 0.991 0.989 0.990 1.000 0.000 0.987 0.000 1.000 0.011 1.000 0.009 0.000 374304
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Table C.33: PEC all results for generated simulations based on following parameters:
P=3, $d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100
$g $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

1
1 0.958 0.869 0.908 0.986 0.014 0.887 0.003 0.997 0.131 0.988 0.042 0.012 1810098
2 0.996 0.930 0.960 0.994 0.006 0.944 0.000 1.000 0.070 0.994 0.004 0.006 840305
3 0.934 0.903 0.916 0.984 0.016 0.894 0.008 0.992 0.097 0.991 0.066 0.009 931409

2
1 0.988 0.960 0.974 0.995 0.005 0.966 0.002 0.998 0.040 0.996 0.012 0.004 1026496
2 0.999 0.970 0.984 0.997 0.003 0.981 0.000 1.000 0.030 0.997 0.001 0.003 415745
3 1.000 0.986 0.993 0.999 0.001 0.991 0.000 1.000 0.014 0.999 0.000 0.001 319222

3
1 0.943 0.906 0.922 0.982 0.018 0.908 0.009 0.991 0.094 0.989 0.057 0.011 1722839
2 0.979 0.980 0.979 0.997 0.003 0.975 0.002 0.998 0.020 0.998 0.021 0.002 367649
3 0.994 0.981 0.988 0.998 0.002 0.985 0.000 1.000 0.019 0.998 0.006 0.002 278117

50

1
1 0.688 0.493 0.566 0.960 0.040 0.518 0.013 0.987 0.507 0.971 0.312 0.029 5317516
2 0.871 0.804 0.832 0.984 0.016 0.800 0.007 0.993 0.196 0.990 0.129 0.010 2246629
3 0.957 0.854 0.901 0.991 0.009 0.880 0.002 0.998 0.146 0.993 0.043 0.007 1591080

2
1 0.890 0.795 0.835 0.982 0.018 0.809 0.007 0.993 0.205 0.988 0.110 0.012 3496524
2 0.966 0.947 0.956 0.996 0.004 0.947 0.002 0.998 0.053 0.998 0.034 0.002 776142
3 0.991 0.974 0.982 0.998 0.002 0.978 0.000 1.000 0.026 0.999 0.009 0.001 484009

3
1 0.933 0.879 0.900 0.989 0.011 0.887 0.004 0.996 0.121 0.993 0.067 0.007 2753750
2 0.972 0.950 0.960 0.997 0.003 0.951 0.001 0.999 0.050 0.998 0.028 0.002 599954
3 0.986 0.987 0.986 0.999 0.001 0.983 0.001 0.999 0.013 0.999 0.014 0.001 302731

75

1
1 0.734 0.500 0.585 0.975 0.025 0.538 0.007 0.993 0.500 0.981 0.266 0.019 7957823
2 0.874 0.754 0.807 0.989 0.011 0.774 0.004 0.996 0.246 0.992 0.126 0.008 3168019
3 0.967 0.836 0.894 0.994 0.006 0.872 0.001 0.999 0.164 0.995 0.033 0.005 2139999

2
1 0.863 0.797 0.825 0.987 0.013 0.799 0.006 0.994 0.203 0.992 0.137 0.008 5134709
2 0.962 0.879 0.916 0.995 0.005 0.897 0.001 0.999 0.121 0.996 0.038 0.004 1348029
3 0.970 0.943 0.956 0.998 0.002 0.945 0.001 0.999 0.057 0.998 0.030 0.002 687975

3
1 0.905 0.788 0.839 0.988 0.012 0.820 0.004 0.996 0.212 0.992 0.095 0.008 6495734
2 0.967 0.946 0.955 0.998 0.002 0.947 0.001 0.999 0.054 0.999 0.033 0.001 794895
3 0.986 0.982 0.984 0.999 0.001 0.980 0.000 1.000 0.018 1.000 0.014 0.000 366663

100

1
1 0.732 0.436 0.539 0.980 0.020 0.495 0.004 0.996 0.564 0.984 0.268 0.016 10363800
2 0.897 0.754 0.815 0.992 0.008 0.781 0.002 0.998 0.246 0.994 0.103 0.006 4115618
3 0.909 0.817 0.858 0.994 0.006 0.826 0.002 0.998 0.183 0.996 0.091 0.004 2876787

2
1 0.832 0.729 0.772 0.988 0.012 0.739 0.005 0.995 0.271 0.992 0.168 0.008 7439297
2 0.938 0.892 0.913 0.996 0.004 0.894 0.001 0.999 0.108 0.998 0.062 0.002 1652656
3 0.959 0.929 0.943 0.998 0.002 0.929 0.001 0.999 0.071 0.999 0.041 0.001 915113

3
1 0.833 0.749 0.784 0.987 0.013 0.755 0.006 0.994 0.251 0.993 0.167 0.007 9143203
2 0.947 0.935 0.940 0.998 0.002 0.928 0.001 0.999 0.065 0.999 0.053 0.001 1000641
3 0.983 0.981 0.982 0.999 0.001 0.978 0.000 1.000 0.019 1.000 0.017 0.000 477340
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Table C.34: SBR all results for generated simulations based on following parameters:
P=1, $d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100
$g $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

1
1 0.196 1.000 0.328 0.819 0.181 0.397 0.189 0.811 0.000 1.000 0.804 0.000 152000
2 0.497 1.000 0.658 0.935 0.065 0.660 0.068 0.932 0.000 1.000 0.503 0.000 77000
3 0.575 1.000 0.726 0.950 0.050 0.719 0.052 0.948 0.000 1.000 0.425 0.000 66000

2
1 0.673 1.000 0.802 0.968 0.032 0.790 0.034 0.966 0.000 1.000 0.327 0.000 42000
2 0.907 1.000 0.950 0.992 0.008 0.942 0.009 0.991 0.000 1.000 0.093 0.000 21000
3 0.974 1.000 0.986 0.998 0.002 0.984 0.002 0.998 0.000 1.000 0.026 0.000 26000

3
1 0.869 1.000 0.928 0.989 0.011 0.919 0.011 0.989 0.000 1.000 0.131 0.000 32000
2 0.981 1.000 0.990 0.998 0.002 0.988 0.002 0.998 0.000 1.000 0.020 0.000 19000
3 0.993 1.000 0.996 0.999 0.001 0.995 0.001 0.999 0.000 1.000 0.007 0.000 23000

50

1
1 0.107 1.000 0.193 0.826 0.174 0.295 0.178 0.822 0.000 1.000 0.893 0.000 346000
2 0.247 1.000 0.395 0.925 0.075 0.469 0.077 0.923 0.000 1.000 0.753 0.000 154000
3 0.329 1.000 0.492 0.949 0.051 0.547 0.052 0.948 0.000 1.000 0.671 0.000 134000

2
1 0.466 1.000 0.632 0.966 0.034 0.651 0.035 0.965 0.000 1.000 0.534 0.000 102000
2 0.810 1.000 0.894 0.992 0.008 0.885 0.008 0.992 0.000 1.000 0.190 0.000 37000
3 0.923 1.000 0.958 0.997 0.003 0.953 0.003 0.997 0.000 1.000 0.077 0.000 35000

3
1 0.758 1.000 0.860 0.988 0.012 0.850 0.012 0.988 0.000 1.000 0.242 0.000 39000
2 0.962 1.000 0.980 0.998 0.002 0.977 0.002 0.998 0.000 1.000 0.038 0.000 33000
3 0.991 1.000 0.995 1.000 0.000 0.994 0.000 1.000 0.000 1.000 0.010 0.000 30000

75

1
1 0.076 1.000 0.141 0.826 0.174 0.249 0.176 0.824 0.000 1.000 0.924 0.000 592000
2 0.164 1.000 0.281 0.925 0.075 0.385 0.076 0.924 0.000 1.000 0.836 0.000 221000
3 0.267 1.000 0.419 0.947 0.053 0.483 0.053 0.947 0.000 1.000 0.733 0.000 165000

2
1 0.382 1.000 0.549 0.969 0.031 0.588 0.032 0.968 0.000 1.000 0.618 0.000 113000
2 0.760 1.000 0.860 0.992 0.008 0.851 0.008 0.992 0.000 1.000 0.240 0.000 44000
3 0.877 1.000 0.933 0.996 0.004 0.925 0.004 0.996 0.000 1.000 0.123 0.000 40000

3
1 0.667 1.000 0.797 0.988 0.012 0.791 0.012 0.988 0.000 1.000 0.333 0.000 71000
2 0.943 1.000 0.970 0.998 0.002 0.966 0.002 0.998 0.000 1.000 0.057 0.000 43000
3 0.986 1.000 0.993 1.000 0.000 0.992 0.000 1.000 0.000 1.000 0.014 0.000 35000

100

1
1 0.059 1.000 0.112 0.835 0.165 0.221 0.167 0.833 0.000 1.000 0.941 0.000 632000
2 0.127 1.000 0.225 0.921 0.079 0.337 0.079 0.921 0.000 1.000 0.873 0.000 329000
3 0.185 1.000 0.311 0.948 0.052 0.412 0.052 0.948 0.000 1.000 0.815 0.000 228000

2
1 0.279 1.000 0.434 0.966 0.034 0.506 0.034 0.966 0.000 1.000 0.721 0.000 188000
2 0.684 1.000 0.808 0.992 0.008 0.804 0.008 0.992 0.000 1.000 0.316 0.000 73000
3 0.840 1.000 0.911 0.996 0.004 0.904 0.004 0.996 0.000 1.000 0.160 0.000 65000

3
1 0.563 1.000 0.716 0.986 0.014 0.720 0.014 0.986 0.000 1.000 0.437 0.000 101000
2 0.935 1.000 0.965 0.999 0.001 0.961 0.001 0.999 0.000 1.000 0.065 0.000 73000
3 0.975 1.000 0.987 0.999 0.001 0.985 0.001 0.999 0.000 1.000 0.026 0.000 37000
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Table C.35: SBR all results for generated simulations based on following parameters:
P=2, $d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100
$g $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

1
1 0.200 1.000 0.332 0.738 0.262 0.377 0.281 0.719 0.000 1.000 0.800 0.000 184243
2 0.455 1.000 0.620 0.903 0.097 0.622 0.103 0.897 0.000 1.000 0.545 0.000 92044
3 0.507 1.000 0.669 0.916 0.084 0.665 0.090 0.910 0.000 1.000 0.493 0.000 109096

2
1 0.558 1.000 0.705 0.912 0.088 0.695 0.095 0.905 0.000 1.000 0.442 0.000 97512
2 0.814 1.000 0.894 0.979 0.021 0.880 0.022 0.978 0.000 1.000 0.186 0.000 40690
3 0.884 1.000 0.936 0.989 0.011 0.927 0.012 0.988 0.000 1.000 0.116 0.000 34822

3
1 0.501 1.000 0.666 0.880 0.120 0.648 0.130 0.870 0.000 1.000 0.499 0.000 146921
2 0.864 1.000 0.926 0.987 0.013 0.915 0.013 0.987 0.000 1.000 0.136 0.000 49789
3 0.917 1.000 0.956 0.993 0.007 0.948 0.008 0.992 0.000 1.000 0.083 0.000 36529

50

1
1 0.111 1.000 0.200 0.676 0.324 0.271 0.337 0.663 0.000 1.000 0.889 0.000 489047
2 0.212 1.000 0.349 0.864 0.136 0.420 0.140 0.860 0.000 1.000 0.788 0.000 239079
3 0.282 1.000 0.438 0.908 0.092 0.496 0.095 0.905 0.000 1.000 0.718 0.000 169249

2
1 0.245 1.000 0.393 0.843 0.157 0.443 0.164 0.836 0.000 1.000 0.755 0.000 289000
2 0.544 1.000 0.698 0.967 0.033 0.703 0.034 0.966 0.000 1.000 0.456 0.000 91924
3 0.750 1.000 0.854 0.987 0.013 0.845 0.014 0.986 0.000 1.000 0.250 0.000 46617

3
1 0.414 1.000 0.564 0.895 0.105 0.582 0.109 0.891 0.000 1.000 0.586 0.000 220751
2 0.741 1.000 0.849 0.985 0.015 0.836 0.015 0.985 0.000 1.000 0.259 0.000 69614
3 0.886 1.000 0.939 0.995 0.005 0.930 0.005 0.995 0.000 1.000 0.114 0.000 62433

75

1
1 0.076 1.000 0.141 0.670 0.330 0.223 0.339 0.661 0.000 1.000 0.924 0.000 804640
2 0.149 1.000 0.258 0.862 0.138 0.352 0.141 0.859 0.000 1.000 0.851 0.000 374813
3 0.207 1.000 0.342 0.905 0.095 0.421 0.097 0.903 0.000 1.000 0.793 0.000 239480

2
1 0.196 1.000 0.328 0.857 0.143 0.398 0.147 0.853 0.000 1.000 0.804 0.000 389833
2 0.401 1.000 0.570 0.962 0.038 0.596 0.039 0.961 0.000 1.000 0.599 0.000 148415
3 0.625 1.000 0.767 0.984 0.016 0.763 0.016 0.984 0.000 1.000 0.375 0.000 91018

3
1 0.238 1.000 0.383 0.859 0.141 0.430 0.145 0.855 0.000 1.000 0.762 0.000 430211
2 0.629 1.000 0.769 0.984 0.016 0.764 0.016 0.984 0.000 1.000 0.371 0.000 90904
3 0.858 1.000 0.923 0.996 0.004 0.914 0.005 0.995 0.000 1.000 0.142 0.000 70158

100

1
1 0.060 1.000 0.113 0.682 0.318 0.201 0.325 0.675 0.000 1.000 0.940 0.000 1030129
2 0.111 1.000 0.200 0.857 0.143 0.303 0.145 0.855 0.000 1.000 0.889 0.000 465595
3 0.156 1.000 0.269 0.906 0.094 0.369 0.095 0.905 0.000 1.000 0.844 0.000 334137

2
1 0.143 1.000 0.249 0.846 0.154 0.337 0.157 0.843 0.000 1.000 0.857 0.000 550904
2 0.337 1.000 0.501 0.963 0.037 0.544 0.038 0.962 0.000 1.000 0.663 0.000 192749
3 0.521 1.000 0.683 0.983 0.017 0.692 0.018 0.982 0.000 1.000 0.479 0.000 108482

3
1 0.192 1.000 0.321 0.860 0.140 0.384 0.143 0.857 0.000 1.000 0.808 0.000 541813
2 0.575 1.000 0.728 0.986 0.014 0.727 0.015 0.985 0.000 1.000 0.425 0.000 121246
3 0.801 1.000 0.888 0.995 0.005 0.878 0.005 0.995 0.000 1.000 0.199 0.000 73137
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Table C.36: SBR all results for generated simulations based on following parameters:
P=3, $d=11, $b=1, $B=2, $F=10, Φ=1, Ψ=0, $t=1 and $T=100
$g $f $c PPV TPR F1sc ACC ERR MCC FPR TNR FNR NPV FDR FOR Time(ns)

25

1
1 0.203 1.000 0.338 0.700 0.300 0.366 0.328 0.672 0.000 1.000 0.797 0.000 226287
2 0.455 1.000 0.619 0.897 0.103 0.621 0.111 0.889 0.000 1.000 0.545 0.000 106635
3 0.484 1.000 0.650 0.891 0.109 0.643 0.119 0.881 0.000 1.000 0.516 0.000 114783

2
1 0.509 1.000 0.662 0.878 0.122 0.650 0.134 0.866 0.000 1.000 0.491 0.000 128724
2 0.738 1.000 0.839 0.963 0.037 0.826 0.039 0.961 0.000 1.000 0.262 0.000 68210
3 0.852 1.000 0.916 0.985 0.015 0.906 0.016 0.984 0.000 1.000 0.148 0.000 40736

3
1 0.390 1.000 0.555 0.736 0.264 0.516 0.298 0.702 0.000 1.000 0.610 0.000 272426
2 0.758 1.000 0.860 0.974 0.026 0.845 0.028 0.972 0.000 1.000 0.242 0.000 80674
3 0.829 1.000 0.905 0.984 0.016 0.892 0.017 0.983 0.000 1.000 0.171 0.000 64638

50

1
1 0.115 1.000 0.207 0.546 0.454 0.244 0.481 0.519 0.000 1.000 0.885 0.000 891764
2 0.204 1.000 0.338 0.810 0.190 0.398 0.199 0.801 0.000 1.000 0.796 0.000 310522
3 0.258 1.000 0.408 0.870 0.130 0.464 0.136 0.864 0.000 1.000 0.742 0.000 194558

2
1 0.188 1.000 0.315 0.685 0.315 0.348 0.335 0.665 0.000 1.000 0.812 0.000 500171
2 0.473 1.000 0.631 0.949 0.051 0.644 0.053 0.947 0.000 1.000 0.527 0.000 117804
3 0.642 1.000 0.775 0.976 0.024 0.770 0.024 0.976 0.000 1.000 0.358 0.000 87783

3
1 0.318 1.000 0.454 0.761 0.239 0.466 0.253 0.747 0.000 1.000 0.682 0.000 453899
2 0.513 1.000 0.676 0.961 0.039 0.676 0.040 0.960 0.000 1.000 0.487 0.000 135702
3 0.788 1.000 0.879 0.989 0.011 0.868 0.011 0.989 0.000 1.000 0.212 0.000 90455

75

1
1 0.079 1.000 0.146 0.530 0.470 0.200 0.489 0.511 0.000 1.000 0.921 0.000 1610252
2 0.138 1.000 0.243 0.804 0.196 0.328 0.202 0.798 0.000 1.000 0.862 0.000 475909
3 0.184 1.000 0.310 0.872 0.128 0.390 0.131 0.869 0.000 1.000 0.816 0.000 297850

2
1 0.142 1.000 0.248 0.688 0.312 0.303 0.324 0.676 0.000 1.000 0.858 0.000 779495
2 0.272 1.000 0.425 0.925 0.075 0.478 0.077 0.923 0.000 1.000 0.728 0.000 231772
3 0.446 1.000 0.614 0.968 0.032 0.633 0.032 0.968 0.000 1.000 0.554 0.000 135254

3
1 0.142 1.000 0.247 0.604 0.396 0.277 0.413 0.587 0.000 1.000 0.858 0.000 1364899
2 0.419 1.000 0.589 0.961 0.039 0.603 0.040 0.960 0.000 1.000 0.581 0.000 166658
3 0.715 1.000 0.832 0.989 0.011 0.822 0.011 0.989 0.000 1.000 0.285 0.000 95038

100

1
1 0.061 1.000 0.116 0.540 0.460 0.179 0.474 0.526 0.000 1.000 0.939 0.000 2500439
2 0.106 1.000 0.191 0.798 0.202 0.285 0.206 0.794 0.000 1.000 0.894 0.000 612724
3 0.137 1.000 0.240 0.866 0.134 0.337 0.137 0.863 0.000 1.000 0.863 0.000 453216

2
1 0.099 1.000 0.179 0.657 0.343 0.247 0.354 0.646 0.000 1.000 0.901 0.000 1400142
2 0.226 1.000 0.367 0.926 0.074 0.433 0.075 0.925 0.000 1.000 0.774 0.000 279192
3 0.372 1.000 0.540 0.967 0.033 0.573 0.034 0.966 0.000 1.000 0.628 0.000 140806

3
1 0.104 1.000 0.188 0.594 0.406 0.237 0.418 0.582 0.000 1.000 0.896 0.000 1965743
2 0.360 1.000 0.527 0.962 0.038 0.556 0.039 0.961 0.000 1.000 0.640 0.000 192750
3 0.613 1.000 0.758 0.987 0.013 0.753 0.013 0.987 0.000 1.000 0.387 0.000 129861
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